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Introduction
Computational progress has always been Janus-faced for democracy. The spread and net-
working of computing power bolster the epistemic and communicative practices on which 
democracies rely [30, 38, 164]. Yet the same tools are among the most sophisticated instru-
ments of coercion and control ever devised [47, 78, 86, 166].

Every landmark in computing—from the first digital machines to the PC, the internet, and 
now artificial intelligence (AI)—has provoked anguished reassessment of this tension [1, 
16, 21, 29, 93, 99, 101, 120, 132, 157, 159, 160]. In 1984, Langdon Winner [159] described an 
enduring divide: “computer romantics” who dream that each leap forward will finally real-
ize computing’s unkept promise for democracy; and skeptics, like himself, who think that 
more powerful technologies always serve the powerful first, best, and perhaps only. 

For computing’s first half-century, the romantics seemed to have the better of the argu-
ment. Computational and democratic progress proceeded hand in hand. In the 21st century, 
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however, this picture has darkened. Democratic ideals face acute pressure: just over a 
quarter of humanity now lives in electoral or liberal democracies, down from almost half 
in 2016.1 Countries sliding toward autocracy now double those moving toward democracy.2 
And while computational progress has accelerated, the public’s endorsement of the social 
role of computing in general, and of technology companies in particular, has recently fal-
tered [98]. Through the mid-2010s, big-tech companies ranked among society’s most trusted 
institutions [36]. Since then, a cross-national backlash against platform power and digital 
harms [53] has spurred heavy regulation and, even in the United States, a bipartisan convic-
tion that too few companies wield too much power.3

Policymakers and the public today face another digital revolution. In the last decade, 
research progress in AI has taken off [17, 84, 104, 149]. We have already developed extraor-
dinarily powerful and economically valuable analytical and generative AI tools. We are 
now on the cusp of building autonomous AI systems that can carry out almost any task that 
competent humans can currently use digital technologies to perform. Our democracies will 
soon be infused with AI agents. 

In this paper, we explore how AI agents might benefit, advance, and complicate the realiza-
tion of democratic values. We aim to consider both faces of the computational Janus, avoid-
ing both Panglossian optimism and ahistorical catastrophizing. 

We begin (Section 2) by defining key terms and introducing our approach. We then explore 
AI agents’ democratic implications through three lenses. Section 3 examines how agents 
may interact with structural pressures already straining democratic institutions. Section 4 
identifies novel threats they could introduce. Section 5 outlines how to design ‘agents for 
democracy’ that reinforce, rather than undermine, those institutions.

Democracies are weaker than they have been for decades. A great wave is coming, and they 
are ill-prepared. AI agents may be cure as well as cause, but we cannot depend on them, nor 
can we simply trust that they will advance democratic values by default. Our urgent task 
is to rebuild and revitalize the institutions and practices that advance democratic values, 
restoring their resilience against the technological and social upheaval ahead [13].

Groundwork
Language Model Agents

AI agents are computational systems that can independently pursue relatively long and 
complex sequences of actions towards a goal, through functionally understanding their 

 
1	 In 2024, 2.3 billion people lived in democracies (from a global population of 8.2b). In 2016 the num-
bers were 3.9b in democracies, 7.5b total [54].

2	 In 2024 45 countries were autocratising, 19 democratising, according to Varieties of Democracy and 
Episodes of Regime Transformation data [54].

3	 See, e.g., the complementary antimonopoly visions of the last administration’s FTC chair, Lina Khan, 
and the “conservative antitrust” approach of the current FTC’s leading antitrust commissioner, Mark Meador 
(https://www.ftc.gov/system/files/ftc_gov/pdf/antitrust-policy-for-the-conservative-meador.pdf).
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environment and how it changes when they act, in ways that allow them to dynamically 
update their plans in response to new information [121].4 Until recently, the most promising 
path towards building AI agents seemed to be self-contained reinforcement learning (RL) 
agents that learn how to operate within an environment through vast amounts of simula-
tion [138]. While this approach proved more successful than some preceding alternatives, 
one of its key limitations is overreliance on researchers’ ability to create a simulated envi-
ronment precisely matching what the agent will experience once it is deployed [4]. As a 
result, RL agents are often very brittle and perform poorly in settings that take them out of 
the distribution on which they were trained [28].5

Large language models (LLMs; we include in this category multimodal models based on 
the same architecture) have offered a new paradigm for AI agent design.6 Language model 
agents (LMAs)7 are compound AI systems in which the LLM functions as the ‘executive 
center’ responsible for the control flow of the system, determining how it makes decisions, 
draws on different modules or subprocesses, repeats actions, or branches into different 
paths based on conditions.8 

 
4	 There is a live philosophical (and legal) debate about whether the term ‘agent’ is warranted here. We 
intend it in the prosaic sense in which it appears in computer science textbooks, denoting an entity that acts in 
the pursuit of some goal within an environment that it perceives and from which it receives feedback when it 
acts. In other work, we consider deeper questions of agency. Thanks to Aziz Huq for pressing us on this point.

5	 Obviously, these claims are contested; plenty of computer scientists still think that ‘reward is enough’ 
and that RL agents can solve every problem. See, e.g., [126].

6	 There is no ideal nomenclature here. For our purposes, ‘LLMs’ include all large neural networks pre-
trained on internet-scale data on sequences of tokens to predict masked tokens using self-supervised learning, 
and then typically post-trained using methods like supervised fine-tuning, RL from human feedback, direct 
preference optimization, and RL with verifiable rewards. The name ‘large language model’ is, therefore, some-
thing of a misnomer. Almost any kind of data can be represented as a sequence of tokens. LLMs, therefore, 
include multimodal models that natively process audio and image as well as text. The other term with some 
currency is, of course, ‘foundation model,’ but this was originally intended to refer to the pretrained model 
only, emphasizing that it could be used as a foundation for fine-tuning relative to some specific task. This is 
narrower than we mean to go. The term ‘language model agent’ inherits these imperfections. However, the 
kind of AI agents most likely to affect democracies in the near to mid-term will be powered by LLMs, so LMA is 
an apt name for them. We also note that the linguistic capacity of LMAs is likely a necessary condition for their 
impacting democracy as we expect them to do because, at least in formal terms, civic life plays out in a linguis-
tic substrate: legislation is written, candidates campaign with words, and political communities describe their 
ties using language (even if they originate from bonds and reactions that transcend words or even logic).

7	 LMAs are sometimes just called language agents but that implies language agents are defined by 
reasoning in language, whereas in fact, LLMs, and a fortiori LMAs, need not reason only in language but can 
instead reason in “continuous latent space” [52].

8	 To count as a language model agent, the LLM must be involved at least in planning and action selec-
tion [134]. Meta’s “Cicero,” for example, which used LLMs only for communication as an input and output 
tool, is not an LMA on this definition, because it does not make use of the practical intelligence of LLMs, only 
their communicative capacities [8].
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These systems make extensive use of reinforcement learning too, but by leveraging the 
latent practical intelligence of the LLM (its ability to understand and respond to practical 
reasons), they are much more adaptable than the simple RL agents that they have mostly 
replaced [153]. Still an LLM on its own is not an agent. It is stateless (lacks memory), its 
inputs and outputs are narrowly constrained, it cannot initiate action; it can do nothing 
more than respond to a prompt with some output tokens. To exploit the latent practical 
intelligence of LLMs, we need to rely on tools and scaffolding [124]. This scaffolding can be 
divided in different ways, but it plays basically three distinct roles [134]. 

Perceptual scaffolding is necessary for the LMA to receive information about its environ-
ment (including instructions from its principal—the individual or group on whose behalf 
the agent is acting).9 This includes their user interface and other techniques for gathering 
text, audio, and video inputs, as well as any other kinds of data. These are effectively the 
model’s sensors.

Their action scaffolding is their means for acting on the world. This includes outputting 
tokens to write code or function calls, which are then run in a code interpreter or an API for 
some other piece of software. These are the model’s actuators. 

An LMA’s cognitive scaffolding is the other software that the LLM can use to enhance its 
practical intelligence. This can include many possibilities, but typical examples are work-
ing- and long-term memory, learning, reasoning and planning modules, and verifiers that 
check code, plans, reasoning, or conformity to safety or ethical principles [63]. 

Given the role of agents in virtually any scenario involving societal benefits and long-term 
productivity gains through AI, LMAs are now the focus of the frontier AI labs and a vast 
ecosystem of start-ups. Until recently, they were not highly performant [65]. For example, 
on one benchmark designed to test software engineering capability, start-up Cognition was 
fêted in mid-2024 for reaching a modest 15% with its Devin agent.10 But things have been 
changing fast—in late 2024, OpenAI’s o3 model achieved 85% on the same test [105]. The 
most important innovation driving progress is the recognition that reinforcement learning 
can be used to train LLMs to make better use of “test-time compute”—that is, tokens pro-
duced in a chain of thought that provides resources for their final answer [37] (imagine, 
with a dash of  anthropomorphism, that when prompted the model first takes time to write 
down its thoughts on a scratchpad, allowing for different approaches to be pursued before 
it presents you with its final response).11 This has been roughly analogized to investing 
LLMs with a kind of System II thinking, which allows for better reasoning and planning 
[60].12 Besides better performance on benchmarks, this progress in using test-time compute 
has enabled the development of actual agents that can be deployed on valuable real-world 
tasks. For example, all of the leading AI companies are now developing or have recently 

 
9	 See figure 2.13 in [121].

10	 https://www.cognition.ai/blog/swe-bench-technical-report. Devin too has come on in leaps and 
bounds since it was first introduced.

11	 O3 also uses some degree of parallelization and selection over outputs to achieve even higher perfor-
mance [105].

12	 Note, however, some skepticism from [148].
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released LMAs that can use a virtual computer or browser to perform arbitrary tasks at the 
user’s behest (with varying degrees of success [107, 133]). Each leading company also has a 
“Deep Research” agent, which uses browsers and other tools to conduct extensive research 
on a given topic [103]. 

There remains a “capability-reliability” gap for LMAs [65]. And for good theoretical rea-
sons, this gap might persist, so that deploying really consequential agents at scale eludes 
AI companies for years, just as autonomous driving took years to go from proof of concept 
to a reliable part of the transportation ecosystem [100]. However, the extraordinary pace 
of change over the last two years could instead continue, so that people can soon access 
software agents that are ultimately able to do anything with a computer that a competent 
human can do—albeit far faster than humans, and massively in parallel. 

The range of possible outcomes is overwhelming; to better sort through them, it helps to 
think about dimensions of AI progress. In [117], Morris et al. focus on performance and gen-
erality. They rank performance intuitively from emerging to competent, expert, virtuoso, 
and superhuman. Though they divide generality into a binary—narrow and general—this 
can also be represented as a spectrum. A further dimension is also useful to consider in this 
context, even if it involves an often-contested concept: autonomy, which further divides 
into task-autonomy and role-autonomy.13 The former is the ability to operate without direct 
human instruction or oversight when completing a particular task. Role-autonomy is the 
ability to autonomously perform an entire human-equivalent role, which includes, for 
example, task selection as well as task performance. The resulting distinction obviously 
exists on a continuum rather than serving as a sharp divide. 

These basic resources allow us to specify the target systems whose impacts this paper antic-
ipates. Our analysis is conditioned on the possibility that in the near future companies will 
develop AI agents that can reach competent to expert human performance in a wide range 
of tasks (whether on their own or by orchestrating a number of more narrowly capable 
agents), with substantial task-autonomy but limited role-autonomy. That is, agents that are 
extremely effective tools, but which still need to be actuated or overseen by at least some 
humans rather than being able to operate with as much role-autonomy as a human worker. 
Of course, some human roles require very little role-autonomy, and by automating tasks, 
agents will make many roles redundant. However, there is an important (albeit blurry) 
distinction between an agent like Deep Research that is fundamentally a tool, and an agent 
that is able to spontaneously and independently assign itself tasks to complete.14

Anticipatory Ethics

This paper is an exercise in “anticipatory ethics”[62]: the project of identifying ex ante the 
likely ethical questions raised by new technologies, and using that knowledge to shape 
those technologies for the better [75].15 This paper does not aim to forecast the net impact 

 
13	 https://futureoflife.org/standards 

14	 Notice that it is possible either to hand off tasks entirely to an agent-as-tool or to work with it collabo-
ratively (our argument is not conditional only on human replacement scenarios).

15	 For a complementary discussion of “sociotechnical speculative ethics,” see [44]. For a general articu-
lation and defense of anticipatory AI ethics, see [74].
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of LMAs on society, taking into account all of the possible positive and negative effects, 
weighting them for their probability, and summing them all together. Instead, it aims to 
identify the features of capable AI agents that, given the environment into which such 
systems will be deployed, are likely to be either societally beneficial or else harmful. The 
goal is not to make an all-things-considered prediction, but to highlight discrete hazards 
and opportunities that can be mitigated or exploited when designing and deploying these 
systems. 

Unlike some approaches to anticipating societal risks from advanced AI, this method is 
epistemically humble in two respects. First, it confines its inquiry to specific, causally 
relevant features of the target system, rather than attempting an aggregate judgment of 
the societal impacts of the systems as a whole. Second, it limits its conclusions to narrow 
probabilistic claims—how those features raise or lower the likelihood of particular social 
benefits or harms—without pretending to forecast their eventual net balance. It therefore 
diverges from (a) forecasting approaches, which aim to assign probabilities to specific 
societal outcomes (see, for example, prediction markets); (b) ‘all-things-considered’ 
approaches that aim to tot up overall social impact (often the path taken by those writing 
for a wider audience); and (c) scenario methods that spin coherent narrative futures around 
a presumed median path through the possibility space (a recent trend in the literature on 
transformative AI, and especially existential risk).16

Admittedly, anticipatory ethics is often plagued by a mixture of saliency bias and hyperboli-
cal technological determinism [75]. That is, researchers considering a new technology’s pro-
spective societal impacts often focus too narrowly on the technology itself and infer societal 
impacts from its properties without integrating their analysis into a broader account of 
existing and causally overlapping trends. This ultimately leads to an exaggerated sense of 
the importance of that technology with respect to the outcomes in question. For example, 
in the early days of generative AI, many argued that the ability to generate synthetic content 
would bring down democracies (e.g., [71]). As it has turned out, democratic institutions 
are under threat from so many other directions that synthetic content has proved more or 
less irrelevant so far [127]. This paper aims to avoid this vice by situating our analysis of the 
democratic impacts of LMAs in a broader account of the trends that are affecting democra-
cies worldwide.

Similarly, if anticipatory ethics becomes unmoored from the details of the specific technol-
ogies whose impacts it aims to anticipate and steer, it risks shading into ungrounded spec-
ulation where almost anything is possible. The following analysis is therefore intentionally 
focused on the societal impacts of task-autonomous AI agents, as described above, and 
neither looks beyond nor short of that mark. Though much of the analysis would carry over 
to virtuoso role-autonomous agents, as well as to advanced non-agentic AI systems, those 
fall outside this paper’s remit. The same is true for the possibility that AI agents will become 
superhuman researchers that radically and rapidly advance scientific research [3, 45, 91].17 

 
16	 To be clear, we make no claim to epistemic superiority for our approach to anticipatory ethics over 
these. One could view greater epistemic humility as a vice, not a virtue.

17	 Other work has explored the broader question of AI’s impacts on democracy, and in particular, 
advanced AI’s impacts—we have aimed to cover complementary ground in this paper [29, 135].
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‘Democracy’

What precisely does it mean for LMAs to impact ‘democracy’? On one extremely institution-
alist view, LMAs impact democracy if and only if they materially contribute to some democ-
racies becoming non-democracies and vice versa [18, 87, 111]. For example, some political 
scientists argue against the widespread view that democracy is ‘in crisis’ on the grounds 
that there are more democracies today than ever before [144]. As long as a nation-state has 
pluralistic elections and the peaceful transfer of power, democracy is in good shape—every-
thing else amounts to just disputes within democracies, rather than crises of democracy 
[111]. By contrast, we argue that LMAs don’t have to materially contribute to bringing down 
democratic institutions to have concerning democratic impacts. 

Another approach focuses specifically on elections. If LMAs somehow objectionably shape 
election outcomes, or undermine the integrity of elections, then they are having adverse 
democratic impacts. But this, too, can prove misleading. Election outcomes in large democ-
racies are shaped by myriad factors, and identifying the causal contribution of any indi-
vidual one is extremely hard. Moreover, elections are an adversarial political process, and 
as such have a homeostatic property. Tools that give one side an “unfair advantage” in one 
election will be deployed by the other in the next [55]. New technologies might appear to 
undermine their integrity one year but contribute to equilibrium the next. Moreover, every 
new technology—radio, television, the internet, social media—induced concerns that it 
will be used by one side or the other to manipulate voters, and thereby guarantee them 
inauthentic support. But getting people to change their votes is, in fact, very difficult [130]. 
LMAs’ most consequential impacts may not be on elections per se.

Another reason not to focus on LMAs’ potential impact on democratic institutions is that 
many such institutions are doing a bad job, at present, of preserving the values they were 
presumably designed to uphold. For the purposes of this paper, these democratic values are 
what ultimately matter, not the specific set of extant institutions that societies have devel-
oped to realize them. 

In particular, the key democratic values to which this inquiry is oriented are two: the 
relationship between citizens and civic decision-making, and the nature of democratic 
freedoms. 

On the first, democracy is not simply a means for realizing some antecedently understood 
conception of social welfare, but is a process in which participation is itself valuable for 
multiple reasons [92, 164]. The democracy project is about not only achieving desired goals 
but deciding (collectively and, through the knowledge gleaned from civic actions, individu-
ally) what goals to value, what actions to take, and how to build a measure of civic capacity 
necessary to support and preserve the project of self-government [70]. Democracy, there-
fore, ideally consists in some measure of both participation and delegation [35, 57]. The for-
mer serves multiple functions, such as allowing people to send costly signals of widespread 
commitment to an enterprise that depends to some extent on popular support, learning 
from experience, and reducing risks that intermediaries dilute what individuals authenti-
cally try to achieve in democracy. But the latter matters too, as it enables governments to 
function more effectively, to leverage expertise and division of labor crucial for navigating 
complex and fast-moving societal change. And some measure of choice between the two is 
necessary to accommodate the varied preferences for political participation that citizens 
can reasonably hold. 
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On the second, democratic freedoms can be understood as the foundations of individual 
and collective self-rule. They consist of the civil and political liberties that make participa-
tion and delegation possible—freedoms of thought, speech, association, and assembly, the 
right to vote and run for office—as well as collective self-determination through free and 
fair elections, and through institutions that reflect the will of the people as expressed in 
those elections [110]. If these freedoms are abridged or otherwise under threat, then even if 
your country remains formally democratic, you do not have the fair value of that democracy 
[114]. To enjoy democratic freedoms is not only to freely participate in democracy yourself, 
but to live in a society in which governing power is exercised meaningfully by those with 
democratic authority to do so [78, 81, 90, 150]. 

Our focus throughout, then, is the extent to which LMAs might impact societies’ ability to 
realize these democratic values—appropriate participation and delegation, core democratic 
freedoms necessary for self-rule—as distinct from their narrow impacts on the day-to-day, 
formal operations of existing democratic institutions.18

How LMAs Could Impact the Realization of Democratic 
Values
Anticipatory ethics should start from a model of the environment as well as a model of the 
new technology being evaluated. Our account here trains attention of how LMAs could 
impact democratic values is first grounded in an account of the structural societal trends 
that are already placing those values in question. We identify four trends and show how 
LMAs could potentially exacerbate each. They are economic inequality and stagnating 
quality of life; the pathologies of the public sphere; corporate capture of public and pri-
vate governing power; autocratic legalism and authoritarian mutual-aid and interference 
operations. 

Economic Factors

Some of the most pronounced risks to democratic values in advanced industrial economies 
come from within: (initially) democratically elected leaders with illiberal playbooks and 
the strategic capacity to constrict or even upend the conditions necessary for democracy to 
function [25]. Whether they are would-be autocrats or merely have an aggressively plebisci-
tarian vision of democracy, they have been successful in elections since the Great Financial 
Crisis at least in part because of a prevailing economic malaise and rising inequality [25, 34] 
(other factors include cultural conflicts rooted in societal changes and globalization [68, 
69]). Voters whose own economic conditions are noticeably improving and who are untrou-
bled by inequality tend to be risk-averse [112]. This favors the selection of parties and lead-
ers with modest ambitions who preserve the status quo—including established democratic 
freedoms. But when economic conditions and material inequality are (at least perceived to 
be) worsening, the status quo looks much less attractive [122]. Growing inequality makes 
populist leaders promising magical solutions more appealing, even if their magical plan 
involves an all-out assault on democratic values. As a result, rising material inequality is 
now strongly predictive of democratic backsliding [113].

 
18	 For a complementary approach that focuses on institutions, see [22].
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Even if they boost productivity enormously and ultimately generate substantial aggregate 
benefits, LMAs are likely to cause significant economic displacement [9]. Everyone whose 
work currently involves using digital tools to realize some economic output is at risk of their 
role being radically redefined or replaced [43]. This includes everything from customer 
support and call centers to a large proportion of white-collar work. If LMAs perform as this 
paper presupposes they will, then large swathes of the labor market will find that auto-
mated systems can perform the tasks that constituted their job to at least an equal degree of 
competence, but faster and much more cheaply. Some of those jobs will radically change, 
many will disappear. This will not happen overnight. But it is Pollyannaish to hope that 
existing employment patterns will survive the ability to automate much white-collar work. 

Of course, concerns about computers leading to radical economic displacement have been 
raised since the invention of the first one [157], and the reality has so far proved otherwise. 
However, in the story of the boy who cried wolf, the wolf does eventually come. Over the last 
decades, there has been a shift in the West away from manufacturing towards more infor-
mation- and service-oriented jobs. If LMAs automate many of these jobs, it will at least take 
considerable time to evolve and implement a new human economic and labor model.

Although history rhymes rather than repeats, recent trade-related developments in 
advanced industrialized countries underscore the potential societal consequences of sig-
nificant (even if temporary) economic displacement. After China was admitted to the World 
Trade Organization in 2002, a large proportion of US manufacturing moved there [46].19 The 
resulting labor displacement contributed—alongside other factors, to be sure—to the hol-
lowing out of many communities, and the creation of post-industrial ghost towns [2, 6, 7]. 
Overall unemployment rates took over a decade to recover, resulting in significant reduc-
tions in lifetime earnings for those directly affected [6]. Labor conditions and pay in the new 
jobs were, in general, substantially worse than those in the jobs that were shipped overseas. 
This contributed to rising disaffection, especially in the post-industrial Midwest, which in 
turn combined with other cultural factors to create a constituency with little to gain from 
the status quo, and an appetite for magical thinking about policy, even if at the expense of 
indulging some clearly authoritarian sympathies [46, 119]. Significant labor displacement 
was, in this case at least, bad for the realization of democratic values.

Consider too the post-COVID malaise that is carrying far-right parties and policies to 
almost-unprecedented success in Europe. In Germany, Italy, and France, extremists have 
exploited economic disaffection as well as broader social alienation to scapegoat immi-
grants and win more support than they have since the mid-20th century. Of course, as Adam 
Przeworski says [111], the mere fact that extremists are being elected does not entail that 
democracy is in crisis. Yet the successes of Viktor Orbán in Hungary and Narendra Modi in 
India offer far-right parties a playbook for cementing their authority once they are able to 
secure power [34, 58]. Their commitment to democratic processes is highly contingent, and 
their policies reliably undermine democratic values. 

One might object: But LMAs will also radically improve people’s quality of life. Might that 
not cancel out these possible negative impacts? Wisely deployed LMAs could indeed make 
people much better off. Nothing in the technology’s nature militates against this. However, 

 
19	 There is, of course, some dispute about the relative roles of automation and outsourcing in the 
decline of American manufacturing.

Figure 2. (A) Full deliberation procedure. 1. Participants, organized into small groups, composed opinion statements in 
response to a specific question. The Habermas Machine (HM) then generated candidate initial group statements based on 

these individual opinions. 2. Participants ranked these initial statements. The statement with the highest aggregated ranking 
was returned to the group. 3. Participants wrote critiques of the initial winning statement. Using these critiques, along with 
the initial opinions and the initial group winner, the HM generated revised group statements. 4. Participants ranked these 
revised statements, and the top-ranked statement was selected through aggregated rankings. 5. Participants made a final 

preference judgment between the initial and revised winning statements. Each deliberation round for a single question 
lasted approximately 15 minutes. (B) The HM produces a group statement through a simulated election. 1. A generative 
model samples multiple candidate group statements. 2. A personalized reward model predicts rankings for each person 

in the group. 3. The statement with the highest aggregated ranking is returned. C) Example winning revised group opinion 
statement. From Tessler, Bakker, et al. (2024). Reprinted with permission from AAAS.
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the spoils of digital capitalism have not been widely distributed to date. Every voter for 
Alternative für Deutschland, Rassemblement National, Reform UK, and Fratelli d’Italia has 
enjoyed some modest benefits from technology as consumers over the last two decades, but 
these obviously weighed little against a broader malaise. Meanwhile, six of the seven most 
highly capitalized companies in the world are tech companies, and many of the world’s 
billionaires owe their fortunes to digital tech. It is, therefore, obviously likely that LMAs will 
contribute to the global economy on a similar pattern—modest benefits for users that don’t 
substantially affect their overall material well-being, and certainly do not compensate for 
the loss of career and sense of purpose that economic displacement would bring; paired 
with historically unprecedented wealth for a tiny few.20 

The problem with impending radical inequality is not simply that inequality itself is intrin-
sically objectionable—that is a disputed topic in political philosophy (see, e.g., [27, 109, 
140]). Instead, it is its potential to foment further populist anti-democratic movements, as 
well as the propensity of the super-wealthy to seek to complement their material supremacy 
with political power. 

The Public Sphere

The same period of economic malaise that has pushed democracy into retreat has also seen 
social media platforms radically transform the public sphere [31, 50]. Social media’s rela-
tionship with democracy is hotly contested [50]. Some of the most lurid allegations against 
the platforms seem unfounded. The Cambridge Analytica scandal was sensational, to be 
sure, but their claim to be able to manipulate voters at will now just seems to have been 
hyperbolic advertising [11, 139]. Overwrought charges from “Big Critique” (what Jean Bur-
gess calls the cottage industry of academic scholarship focused on loudly denouncing the 
predations of Big Tech [23]) about AI-enabled mind control (e.g., [167]) have also been hard 
to substantiate [12, 59]. Similarly, the early (and understandable) concern that personalized 
social media platforms would enable people to escape a common reality and wallow in 
their own filter bubble [108] has arguably not been borne out in practice [19, 20]. 

However contentious the debate about social media and democracy, its negative impacts 
on democratic values have been pretty clear. While social media algorithms might not be 
the puppet masters that popular critics portray them as, they and the broader ecosystem 
of digital platforms have fostered a digital public sphere in which deceitful and misleading 
content is pervasive, to the extent that falsehood and fact are often not mutually discern-
ible [118]. At the same time, sometimes-well-meaning efforts to resolve this problem have 
caused a backlash due to the perceived illegitimacy of digital platforms to arbitrate that 
difference [77]. 

Cognitive autonomy (a core democratic freedom, discussed in more detail below) undoubt-
edly requires some epistemic self-determination. That is much more difficult in a torpid 
and distorted information and communication environment. Meanwhile, access to reliable 
information is a prerequisite for a meaningful right to vote, as well as for collective self-rule 
[31], which goes beyond the value of cognitive autonomy to reach our ability to live well 
together. While evidence shows that recommender systems and other tools for manip-
ulation are not especially effective at changing people’s views, perceptions of outsized 

 
20	 As Gabriel et al. [43] argue, LMAs might also contribute to a new “digital divide.”
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influence remain widespread [12, 50]. This has engendered an increase in mutual mistrust, 
a sense that those with whom one disagrees are the witless gulls of either ‘the algorithm’ 
or a ‘mind virus.’ This kind of mistrust is an unsound basis for self-rule and provides fertile 
ground for divisive demagoguery. 

Core civil liberties such as freedom of thought, speech, association, and assembly depend 
on a healthy public sphere for their actualization [38, 49, 164]. Freedom of speech, for 
example, is worth little without forums in which one can speak to others and be heard. 
A healthy public sphere is also a means for democratic publics to exercise collective self-
rule—by exerting influence over those exercising power on their behalf. This kind of over-
sight by the public is important for accountability, but it also allows the public to set a 
positive course for their representatives to follow [31, 77, 164]. 

What, then, can we expect from LMAs in the public sphere? As is discussed below, LMAs 
have some clear upsides here. However, there are definitely hazards, too. Even if one 
accepts some of the most pointed concerns about the impact of generative AI on the infor-
mation ecosystem, LMAs will introduce an additional dimension to the spread of misinfor-
mation and disinformation. Instead of a bot that can easily be made to reveal itself with a 
simple prompt injection, LMAs will be able to produce and post misinformation and back 
it up with arguments and further sources. This is highly likely to contribute to an exodus of 
real people from the digital public sphere, as well as further increase the already acute mis-
trust that proliferates online. If you could just as well be talking to a human as to a bot, then 
what is the point in that conversation at all? While people do not seem to have an appetite 
for living in a filter bubble, those that do will be able to even more comprehensively protect 
their priors from contradiction by using an LMA to vet everything they see online for (situ-
ational) ideological conformity. If the prevailing business model for LMAs relies on adver-
tising and engagement optimization, as with current digital platforms, then the adverse 
consequences on public discourse are likely to be the same or worse (LMAs will plausibly 
have an even deeper understanding of your revealed preferences than do current systems) 
[82]. 

Corporate Capture, Private Power

Democratic self-rule requires more than free and fair elections and the peaceful transfer of 
power. It requires that political communities actually have the effective ability to “shape 
the shared terms of [their] social existence” [80]. For that goal, formal democracy is insuf-
ficient; there must also be a functioning democratically authorized state that exercises 
meaningful influence over its citizens’ lives. For example, if a democratically elected gov-
ernment has zero degrees of freedom due to the control international banks exert over its 
fiscal policies, then its citizens’ (collective) democratic freedoms are accordingly narrowly 
scoped. If businesses and billionaires can either sway elections through massive invest-
ments in advertising or capture representatives through campaign contributions, then 
democracy may be realized in name only [90]. And if a large proportion of the democratic 
citizenry spend a considerable fraction of their waking hours working and playing in a dig-
ital ecosystem that is governed by private corporations, with only oblique and inadequate 
democratic oversight, then their actual realization of self-rule is in question, too [78]. 

Technology companies are sometimes pilloried as “cloud empires” run by “feudal lords” 
[85, 97]. But, as powerful as they are, they are one interest group among others, and in the 
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non-digital world, they are not as powerful as states.21 However, their degree of control does 
stand out in the digital worlds they build and their users inhabit. Within these worlds, the 
laws of nation-states certainly still apply, but they can appear mostly attenuated, focused 
only on prohibiting the most egregiously wrongful behavior. Architectural and policy 
choices made by the platforms themselves loom much larger. Indeed, much of our behavior 
when we use online platforms and other software products is governed in the first instance 
by the companies that design that software and administer the platforms [80]. And as an 
increasing amount of our lives and social relationships are infused with these algorithmic 
intermediaries [78], we are proportionally less in collective control of the shared terms of our 
social existence. 

LMAs will almost certainly only accelerate these trends. Even if they fall well short of 
superhuman intelligence capabilities and (in the shorter-term) retain certain blind spots 
relative to ordinary humans, LMAs like those on which our analysis is conditioned will be 
economically transformative. They will enable AI companies to replace large chunks of the 
white-collar workforce, and so attract some fraction of labor’s share of the value that those 
workforces previously created. The US spends over $12.5tn on wages and salaries every 
year.22 The combined revenue during 2024 of Amazon, Apple, Google, Microsoft, and Meta 
was about $2.06tn.23 Suppose these companies were able to design LMAs that could perform 
a significant number of the roles that currently command some of that $12.5tn. That could 
be an enormous economic transformation that could easily double or triple their revenues. 

This is just an indication of the magnitude of the stakes. The massive investment in AI over 
the last two years has been motivated by the possibility of a complete overhaul of the econ-
omies of major industrialized countries, with a radical shift of value from workers to AI 
companies. Even if LMAs enhance productivity in a positive-sum way, which enables wages 
to remain relatively constant while just driving more value, the scale of that potential value 
is mind-boggling. The net result is that we can reliably expect that, without careful prepara-
tion and pre-emption, the advent of LMAs will massively expand the revenues and market 
capitalization of what are already the world’s richest companies. This would necessarily be 
bad for democracy. You cannot have a functioning democracy and popular self-rule with 
such extraordinarily large and powerful special interests. It is hard enough with companies 
as big as they are now. 

Democratic values are also jeopardized by the degree to which private companies will exer-
cise governing power over users in the LMA economy. LMAs are likely to become the princi-
pal means by which we interact with digital technologies [79, 82]. This could be profoundly 
empowering. But on our present trajectory we are likely to interact primarily with platform 
agents owned by the major digital platforms, which monitor and govern our behavior in 
much the same way existing algorithmic intermediaries do—except instead of only gov-
erning us when we interact with their platform, they will become universal intermediaries, 
that mediate all of our digital activities [80]. This is likely to mean that they have even more 
pervasive control over what will be an even greater proportion of our lives. This will further 

 
21	 Though, in the US in 2025, some leaders of technology companies are actually wielding the power of 
the state.

22	 https://apps.bea.gov/iTable/?reqid=19&step=3&isuri=1&nipa_table_list=60&categories=survey

23	 https://companiesmarketcap.com/aud/tech/largest-tech-companies-by-revenue/
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increase our collective heteronomy. Of course, this risk could be substantially diminished if 
an effective marketplace of LMAs exists, in which users can easily switch between different 
agents and at least some agents exercise power reasonably [80]. The precedent of the con-
solidation of digital platforms, however, suggests that this kind of genuinely competitive 
agent marketplace is unlikely to persist for long without robust, intentional support.24

Autocratic Legalism and Authoritarian Mutual Aid

While structural conditions are propitious for anti-democratic parties and leaders to arise, 
leaders with authoritarian sympathies also have agency [25]. As political scientists and 
constitutional law scholars have shown, the last two decades have seen evolving practices 
to consolidate authoritarianism, eschewing the risks of a military coup in favor of a com-
paratively bloodless takeover of institutions, converting checks and balances into rubber 
stamps, attacking sites of independent thought like the media, universities, and law firms, 
and turning independent courts into dependent clients [58, 123]. This “autocratic legalism” 
is the precursor to outright autocracy, the abrogation of civil and political rights, and the 
use of surveillance and repression to cement the leader’s hold on power. The concept of 
autocratic legalism was coined in an analysis of Hugo Chavez’s seizure of power in Venezu-
ela, as he gradually used legal tools to eliminate potential veto players [34]. Orbán in Hun-
gary is the principal contemporary flag-bearer [123], but the methods have been deployed to 
some extent by Vladimir Putin (not so much the legalism part), by Modi in India [15], Recep 
Tayyip Erdogan in Turkey [123], and most recently, according to many observers, by the 
current US administration [142]. 

The sharing of tactics by autocrats across continents is not an accident. Autocratic leaders 
have a kind of mutual aid regime, bonded together with cultural, economic, and security 
ties, and accompanied by a lot of meddling in other countries’ political affairs—to help out 
their buddies, among other things [51, 129]. Consider, for example, Russian election inter-
ference in the US, France, and its own neighbors [26]; China’s interference in Taiwan and 
the Philippines [151]; or Elon Musk’s public support for the Alternative für Deutschland. It 
is, of course, hard to know whether these initiatives substantially changed the outcomes 
of these elections (Musk seems to have hurt AfD).25 However, poisoning the public sphere, 
directly and indirectly aiding anti-democratic parties, and contributing to universal discord 
and mistrust are all attacks on democratic values and are likely to have enduring effects. 

Because of AI’s implications for how societies or firms control information or shape behav-
ior, it is sometimes described as an inherently authoritarian technology [94]. Algorithmic 
systems in general make it easier to control large populations—whether for the purposes 
of enlightened governance or benighted repression [78]. AI tools are already used for 

 
24	 At present the field of AI agent development is quite open and competitive. However, if the trajectory 
of recent platform capitalism is repeated—specifically, the way in which platform companies have routinely 
hoovered up potential competitors—the ecosystem is likely to soon be consolidated into a small number of 
key players. Three early indicators: many AI companies have already been folded into or acquired by Google, 
Amazon, Microsoft, Nvidia, and others; customer-facing LLM companies such as Windsurf are now being 
acquired by the leading AI labs themselves; and even major new players like Anthropic and OpenAI are sub-
stantially dependent on investment from the few top big tech companies.

25	 https://fortune.com/2025/02/23/elon-musk-german-election-far-right-afd-christian-democrats-merz-
weidel/
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population surveillance, to prevent or else punish undesired behavior [39, 76, 137]. LMAs 
might be the most effective tool yet developed for this purpose. In particular, they could 
potentially leverage the extraordinary capacity of their underlying models to process mul-
timodal streams of information and then identify and act upon action-relevant features 
within them. Where existing AI tools can either transcribe speech to text or identify individ-
uals or objects in a video feed, the most capable LLMs can take in all of these inputs in order 
to derive insights [116]. An LMA could not only use this capability to actively scour different 
surveillance streams, but it could also then proceed to take action to target particular indi-
viduals. LMAs could, in other words, be the perfect software Stasi, able to operationalize 
the vast sums of data that states collect, to identify and target noncompliant or undesirable 
individuals or behaviors. They could supercharge autocratic legalism. 

This would only be aided by the many ways in which AI agents acting as universal interme-
diaries would have vastly more knowledge of individuals’ actions, tastes, and allegiances 
even than is true with current technologies. Today’s AI models understand individual 
preferences and behaviors largely due to statistical inference from the behavior of vast 
populations being similarly surveilled. Tomorrow’s systems will know you intimately and 
individually, not as one data point among billions, but as the specific individual you are. 
This degree of individualized understanding of citizens and subjects alike would be invalu-
able to prospective despots.26 

And we should be prepared for LMAs to be launched across borders into other countries 
to complement existing digitally enabled strategies (relying on cumbersome bots and 
basic algorithmic techniques), sowing disenchantment and discord. This will, we suspect, 
just be more of the dissident bots in the public sphere that we described in the previous 
subsection. 

LMA-Specific Attacks
While LMAs are most likely to exacerbate existing democratic pathologies, they may also 
cause hazards which are (at least comparatively) novel. In these cases, LMAs’ distinctive 
capabilities unlock a threat to democratic freedoms that previously could not be auto-
mated; by automating it, they enable an unprecedented acceleration in the speed and scale 
of that threat.

Democratic Impacts of AI Companions

First, while LMAs may simplify civic and economic life by helping users navigate complex 
information and multi-step tasks, agentic AI companions risk eroding citizens’ cognitive 
autonomy—the capacity to shape one’s own beliefs and actions in ways one would endorse 
under favorable deliberative conditions [102, 115].27 Cognitive autonomy is the positive 

 
26	 Thank you to Aziz Huq for pressing us on this point.

27	 For discussion of this point (and for suggesting the phrase ‘cognitive autonomy’), we thank Kira 
Breithaupt.
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counterpart to freedom of thought:28 Beyond a mere liberty to follow one’s conscience 
without penalty, it requires that judgments spring from authentic beliefs and desires, not 
from influences covertly imposed by manipulators. Authenticity is forged through social 
exchange, yet we can usually distinguish good-faith dialogue from attempts to override 
rational agency [102]. AI companions deliberately engineered to steer users toward more 
extreme and harmful views would violate any credible account of cognitive autonomy.29

Every new form of media—radio, television, personal computing, the internet—induces 
widespread panic about risks of brainwashing and addiction [88, 128, 136, 158]. AI compan-
ions will invite similarly unjustified hand-wringing.30 Nonetheless, we think that AI com-
panions resolve a key limitation of previous “persuasive technologies” [66], and as such 
constitute a genuinely revolutionary technology for manipulation. 

Whether considering the early worries about subliminal messaging in advertising [96], or 
assessing the prospects of using AI for ultra-personalized “hypernudges” [163], every per-
suasive technology to date has involved one party manipulating another by means of a one-
way message—by talking at them. This has proved less effective than some predicted [96, 
143]. Targeted advertising, for example, has been reviled by its critics (and spruiked by its 
salespeople) as a form of mind-control [131, 168]. But research suggests that it has relatively 
little effect on consumers’ actual behaviors (for an overview, see [12, 59]). Political advertis-
ing, however narrowly targeted and cleverly A/B tested, also fails to make much difference 
[33, 139]. 

One-way messaging rarely suffices to manipulate, whether in a single blast or an extended 
campaign. The most potent vector is a relationship. Instead of bombarding B with argu-
ments, A cultivates a bond, earns B’s trust and admiration, and makes B desire A’s 
approval—or fear A’s disapproval. Belief and value formation are inherently social: we 
update less on bare propositions from faceless sources than on signals from people we 
esteem. If B already trusts A, A’s assertion that p carries more weight than the same claim 
from a stranger. If B admires A and learns that endorsing p will please A, B’s support for p 
grows more likely. Such leverage is social manipulation: it turns genuine interaction, not 
mere broadcast, into the conduit of influence.

Social manipulation has long been labor-intensive, expensive, and almost impossible 
to scale: A must painstakingly cultivate B’s trust with no assurance of payoff. Agentic AI 
companions overturn that calculus by letting A deploy a stand-in, C, that performs the 
relational work at negligible marginal cost. Three arrangements are possible. First, A still 
directs the operation but uses C as a labor-saving proxy—A opens the relationship, then 
lets C maintain it while hiding its artificial identity and summoning A only at decisive 
moments. Second, A grants C full autonomy: C poses as a real person and conducts the 

 
28	 We acknowledge that the line distinguishing cognitive autonomy from downright stubbornness and a 
lack of openness to new ideas might sometimes be a subtle one.

29	 Obviously, our beliefs are never entirely autopoietic. Cognitive autonomy is consistent with many 
different kinds of influence; it is inconsistent, however, with being manipulated by AI companions designed 
for that purpose.

30	 Like every other medium, AI companions will be ingeniously repurposed by the people who spend 
the most time with them [23].
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entire manipulation without ongoing human supervision. Third, B knowingly befriends an 
AI companion; later A gains control of C—perhaps by purchasing its provider—and covertly 
repurposes it to groom B [79].

In each of these cases, the AI companion builds or maintains a relationship with the target, 
observing them so as to learn how most effectively to intervene, while also building up trust 
and winning the target’s esteem. Then, either according to a predetermined strategy or just 
when exogenously influenced to do so, the companion starts to steer them towards a partic-
ular set of beliefs and behaviors. 

If AI companions can manipulate even as—indeed, because—they provide users with 
comforting, reassuring interactions, they will slash the cost of influence by orders of magni-
tude. Their use could range from outright radicalization that undermines cognitive auton-
omy and incites extreme beliefs and actions, to subtler refinements of ordinary campaign 
tactics. Billionaires seeking lower taxes, authoritarian leaders bent on hobbling pro-democ-
racy parties abroad, and radical political, social, or theocratic movements eager to topple 
democratic authority all stand to exploit these new affordances.

We do not yet know whether AI companions will prove as effective at manipulation as 
they threaten to become, and conducting ecologically valid studies is hard and potentially 
extremely unethical [42]. Some early evidence suggests that people do get exceedingly 
attached to their companions [161], which implies that the key foundations for manipu-
lation—trust and desire for approval—are likely present. More broadly, a long history of 
research on human-AI interaction shows that we are very prone to forming attachments 
with (and revealing more than we should to) even extremely simple logic-based chatbots 
([56, 147, 155, 156]). This should be expected to worsen with companions as sophisticated as 
those that can now be designed—of course, effective governance and targeted regulation in 
this area could substantially mitigate risks. 

Autonomous Cyberattacks

Modern societies depend for their stable operation on digital infrastructure. Another way to 
attack people’s democratic freedoms, then, is to attack the digital infrastructure on which 
they depend. This might include databases storing private records, end-to-end encryption 
channels that enable private communication, infrastructure underpinning financial trans-
actions, the internet and broadcast media, and the specific technology used to administer 
elections. Increasingly, it will also mean the cloud computing providers that facilitate infer-
ence by powerful AI models. These are all already vulnerable to cyberattack; how well-pro-
tected they are on the whole is a matter of debate. Advances in LMAs might enhance that 
protection. Cybersecurity researchers are already exploring how LLMs and LMAs could 
bolster defense against attacks, for example, by supporting penetration testing, vulnerabil-
ity discovery, and active monitoring of threatened systems [48, 162]. 

However, LMAs will obviously also be useful for offensive cyber operations [152, 165]. 
Almost every company working to build frontier AI agents is trying to train them to write 
code. LMAs that can write code well can also be trained to conduct cyberattacks. This 
means that anybody who wants to launch an attack (and has access to these agents and 
enough compute) can radically magnify their ability to do so by enlisting an army of intelli-
gent, functionally autonomous bots to do their bidding. Even if cybersecurity professionals 
have more to gain than attackers, that will not much help the many businesses and people 
who neglect cybersecurity and so present attackers with a soft target (LMAs do not need to 
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identify completely new vulnerabilities to help attackers in these cases). And even for those 
who are more conscientious, we cannot simply assume that LMAs will favor the defense 
side of the offense-defense balance. There is no a priori answer to be had here: LMAs might 
favor defenders, but they might also present attackers with a decisive advantage. We have 
to guard against that possibility, even if it is not a certainty.

The ability to deploy rogue armies of cyberattackers is undoubtedly bad, but is it bad for 
democracy? Probably. If our digital infrastructure were to collapse or be taken out, then our 
democratic institutions might not last much longer. One of our democratic freedoms is the 
(positive) freedom to, as part of a collective, shape the shared terms of our social existence. 
If our digital infrastructure is radically undermined, then we cannot avail of that freedom.31 
To date, moreover, authoritarian states have proved more adept at using cyberattacks to 
interfere with democracies than vice versa, due in part to their tighter control over digi-
tal infrastructure. Amplifying cyberoffensive capabilities may further disproportionately 
advantage them.32

Consolidation of Executive Power and “Perfected” Bureaucracy

LMAs might lead in two further ways to novel forms of consolidation of executive power 
that undermine democratic freedoms. First, by creating a state of exception for strong-
man leaders to exploit; second (and complementarily), by enabling a perfectly obedient 
bureaucracy. 

States of exception provide political leaders with the opportunity to consolidate power 
and override civil liberties [73]. LMAs might contribute to states of exception in three novel 
ways. First, highly capable LMAs might prove to be useful in the development of weapons 
by non-state actors. Second, states that develop LMAs to function as weapons might lose 
control of the agents that they develop [32, 41]. Third, a general arms race between states to 
develop ever more capable LMAs might justify curtailment of political and economic free-
doms in order to better pursue that race. 

Power concentrates most readily when the bureaucratic—and military—chain of command 
is perfectly obedient.33 Before LMAs, a president’s orders passed through human intermedi-
aries whose independent judgment could act as a brake on executive dominance. In princi-
ple, we could embed a conscience in LMAs, giving them grounds for conscientious refusal, 
but that is not the default (and has its own attendant risks).34 AI agents are built to execute 
instructions, and if they become capable of running large tracts of the administrative state 
or the armed forces, they could let political leaders wield these vast structures like an 

 
31	 One might argue that such attacks are a threat to the possibility of effective government simpliciter, 
not to democracy in particular. This is a fair point; however, collective self-determination is the quintessential 
democratic value, and a political community cannot self-determine without adequate mechanisms for imple-
menting its sovereign will. Thanks again to Aziz Huq here.

32	 With thanks to Rachel George for this point.

33	 For a deeper investigation of this phenomenon, see [22].

34	 Past steps towards e-government have often aided transparency and reduced low-level corruption. 
This could be feasible with LMAs, too. Thanks again to Rachel George here.
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exoskeleton, with potentially disastrous consequences for democratic values.35 

Democratic Agents?
While technological progress has arguably resulted in remarkable benefits for people 
throughout the world, anticipatory ethics is typically biased towards pessimism. Academic 
researchers, in particular, are more tolerant of predictions about new technologies’ neg-
ative consequences than their prospective upsides. If you argue that X is likely to cause 
harm, few will demand that you build X to validate your prediction. But if you posit that 
building Y might prove net positive, your optimism will be contested on empirical grounds, 
as though no such prospect could be countenanced in the abstract. 

Anticipatory ethics should skew neither optimistic nor pessimistic [74]. It should apply 
the same approach to LMAs’ opportunities as to their hazards. This means identifying the 
features of these systems that, given the environment into which they will be deployed, are 
likely to have significant positive or negative effects. 

This involves recognizing, first, that some of the affordances identified above have a double 
edge. For example, perfecting bureaucracy could enable an authoritarian nightmare; how-
ever, with the appropriate institutional, technical, and legal safeguards, a more effective 
bureaucracy would enhance democratic freedoms by better enabling us to actually shape 
our social world together, and potentially monitoring for and preventing partiality and 
self-dealing by officials. Similarly, the productivity gains of LMAs could, if well-managed, 
enable economic abundance that makes it harder to operationalize the anxieties and preju-
dices of those who are otherwise struggling and frustrated [67]. 

Second, the version of AI progress that we have lucked into might be uniquely well-suited 
to empowering the development of democratic agents. The current trajectory of AI devel-
opment arguably favors decentralized, competitive access to frontier AI capabilities rather 
than centralized and tightly controlled deployment. Such decentralization means that dem-
ocratic actors will not need to rely solely on corporate goodwill or regulatory indulgence; 
instead, they can independently create powerful agents to safeguard democratic practices.

Advanced AI could have arrived by many different routes. On some, the most capable AI 
systems are developed and deployed by a hierophantic class that can closely control how 
models are accessed and what they can do. For comparison, think of the early days of 
computing, when white-jacketed engineers ran mainframe computers and vetted every 
program before running it, handing back outputs at the end of the day. If powerful AI were 
to arrive in this form, citizens’ ability to build democratic agents would always depend on 
permission granted by those controlling AI—thus inherently limiting democratic autonomy

Other routes to AI proceed via science and engineering techniques that are widely under-
stood and in many cases open source, based on infrastructure that is (while costly) com-
paratively easy to acquire, and produce models that, once trained, can be used for more or 
less any purpose. In this scenario, a wide array of AI companies provides access to the most 

 
35	 An intervening step on the path to this outcome might be to use LMAs to manage human workers in 
the public sector and so dispirit them that they welcome the automation of their roles.
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capable models, creating a strong incentive for at least some of them to focus on genuinely 
empowering citizens, rather than extracting as much as they possibly can from users’ inter-
actions with AI. 

At the moment, it seems like we are more in the second kind of world than in the first. Many 
companies have the ability and resources to train frontier AI models. The technology itself 
is extremely adaptable, providing an excellent foundation for developing novel applica-
tions, including agents. The cost of actually deploying the models is declining fast and will, 
some project, likely approach zero at some point.36 While the semiconductor manufactur-
ing industry is far less competitive than the model training industry, the chips required for 
deploying frontier models can be sourced from many different manufacturers. Training is 
more acutely bottlenecked, but there is a tremendous economic incentive for semiconduc-
tor companies to produce more capable chips and take some of Nvidia’s dominant market 
position, as well as more generally to create more open standards that prevent any one com-
pany from having so much market share.37 And while the lowest levels of the semiconductor 
stack are likely to remain near-monopolistic for the near-future, at present companies like 
TSMC and ASML are not vertically integrated into other parts of the AI value chain, and as 
such have relatively little incentive or ability to exercise any real control over how AI sys-
tems are ultimately deployed. 

One might object that the success of scaling inference-time compute [106] suggests that 
performance will ultimately end up varying depending on how much compute one can 
devote to a problem, and so on one’s access to resources.38 But algorithmic and hardware 
progress suggest that we will soon have very capable agents that can be deployed at very 
low cost, even if it is possible to deploy even more capable agents with sufficient additional 
expense. Though greater compute investment may yield advantages, current trajectories 
strongly suggest that highly capable agents will be affordable and widely accessible. Demo-
cratic empowerment does not require top-tier compute at every level—just widely available, 
sufficiently powerful tools.

All this is a major resource for potential pro-democratic LMAs. Democratic citizens are 
likely to have ready access to an unprecedented degree of cognitive power that can be 
deployed for pro-democratic purposes. Importantly, democratic nations can themselves 
affect the future of AI: They have the power to not only invest in the creation of frontier AI 
systems that support democratic freedoms but also to reform semiconductor and other 
markets to ensure real competition, decisively fostering an environment where AI actively 
strengthens, rather than threatens, democratic values. 

We also note that, at a high level, AI agents should be well-suited to performing at least 
some democratic functions. As noted in Section 2, if we value both process and outcome, 
then we need mechanisms for both participation and delegation. LMAs could plausibly 

 
36	 For recent drops in prices: https://epoch.ai/data-insights/llm-inference-price-trends. For predictions 
of ‘intelligence too cheap to meter’, see e.g. https://www.forbes.com/councils/forbestechcouncil/2025/05/19/
intelligence-too-cheap-to-meter-positioning-for-the-future-of-ai.

37	 See SemiAnalysis newsletter for details on these trends in the semiconductor industry.

38	 For one statement of this concern, see https://www.tobyord.com/writing/
inference-scaling-reshapes-ai-governance.
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help participation in various forms. There is also no decisive reason why, given that we 
already delegate to agencies, elected leaders, parties, representatives, lawyers, and others, 
there should not be some role for delegating to LMAs to support democratic values as well. 

Cognitive Prosthetics

What kinds of pro-democratic agents could we, or should we, build? Consider some pos-
sibilities, sketched out here as a map for further research and experimentation. First, our 
earlier observation about the potential value of delegation in most democracies, we offer a 
framework for thinking through how capable AI agents could advance democracy, starting 
with a general theoretical point about how LMAs can help us overcome pervasive failures of 
individual and collective rationality. 

As individuals, we operate in inadequate epistemic and communicative environments, and 
persistently fail—for that reason or because of weakness of will—to match our short-term 
choices with our long-term goals. We suffer from intrapersonal coordination problems. At 
the same time, we and those around us could almost always improve our lot if we were 
better able to act collectively; we suffer from interpersonal coordination and collective action 
problems, too. These different kinds of coordination problems are in part a function of the 
cognitive effort required to coordinate one’s actions intrapersonally or interpersonally. The 
most basic promise of AI in general, and LMAs in particular, is that they could undertake 
some of the computational effort of such coordination. The following sketches three dis-
tinct—overlapping, yet not exhaustive—roles that LMAs might play here: cognitive prosthet-
ics, shields, and advocates. 

First, LMAs could be cognitive prosthetics that expand people’s agency and enable them 
to better act in accordance with their considered preferences over time, and in particular 
to watch out for invidious attempts to nudge them into harmful or self-defeating patterns. 
Such agents could help coordination among time-slices of a particular person, in part by 
providing better, more accurate, and useful information, but also through monitoring both 
their choices and others’ attempts to influence them, so as to guide them towards fulfilling 
their considered preferences, not just urges in the moment. There is a further distinction 
between functionality prosthetics, which better enable people to realize their goals when 
they know what they are, and deliberation prosthetics, which better help people figure out 
what their goals should be. 

LMAs as cognitive prosthetics could also help people form more effective group agents [89], 
for example, by significantly improving their communicative environments. At present, 
the allocation of collective attention is unilaterally determined by those who control digital 
platforms [77]. Democratic citizens cede this control to them because, due to the function-
ally infinite nature of online discourse, they need some authority that can filter and rank 
content [10]. But platforms’ interests are often misaligned with the promotion of democratic 
values. As a result, the digital public sphere supports manipulation, abuse, epistemic 
pollution, and so on [77]. LMAs could perform that filtering and ranking function for each 
person [83], acting only to advance that individual’s interests and the societal goods served 
by a healthy digital public sphere [14, 61]. In particular, they could hop over the ‘garden 
walls’ that platforms build to lock in users, providing a kind of default bottom-up interop-
erability [64]. This would be useful not only in allocating people’s daily attention, but also 
when they need information relevant to specific democratic decisions before them [72]. 
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Shields

In many cases, the best defense against LMA threats to democratic freedoms will be defen-
sive agents that serve as a shield. If every citizen had an AI agent in her corner, which was 
truly and exclusively focused on defending her interests (within the bounds of the law), 
then that could counterbalance the hazards associated with excessive corporate and gov-
ernment power [82]. A defensive agent could protect you against government or private 
surveillance and push back against corporate control—for example, by accessing online 
resources on your behalf and obfuscating your digital traces. It could prevent or mitigate 
the impact of platform agents by providing access to the same goods without relying on 
centralized authorities [64]. It could also mitigate risks from AI companions, monitoring 
your interactions in a safe, private way and advising you if they detect anything untow-
ard. Defensive agents could be designed to give you (and your business) permanent, 24/7 
defense against cyberattacks. 

The last two decades of platform capitalism have atomized the citizens of liberal democra-
cies: While platform companies have derived unprecedented insights and value from the 
emergent properties of our collective behavior, we have become worse at coordinating our 
actions [146] and have fallen victim to “digital resignation” [40] as we generally conclude 
that the platforms’ power over us is essentially inevitable and inescapable. We cannot avoid 
it through individual action, and we lack the ability or appetite to act collectively to resist 
its network effects. As Oscar Wilde said of socialism, the problem with collective action to 
defend democratic freedoms is that it takes too many evenings. LMAs could change this by 
undertaking some of the efforts of collective coordination on our behalf and so enabling 
strength in numbers. 

Advocates

We should design LMAs to act as advocates and representatives for democratic citizens. 
Your advocate can assert your rights when power is unjustly used against you. For example, 
think of those who now use vexatious litigation to soak up people’s time and money so as 
to coerce them into silence, or acquiescence to some egregious action. In such cases, hav-
ing an expert advocate to hand could prove invaluable, to advise you on how to navigate 
the weaponization of the legal system without providing your adversaries with additional 
ammunition.39

An LMA advocate could additionally ensure that your interests are represented in decisions 
that affect you. This is likely to be most effective, again, at the collective level—one can 
imagine civil society organizations deploying LMAs to represent a community or interest 
group’s interests and values in settings where they lack the manpower to do so effectively 
otherwise. For these organizations, LMAs could engage their members (which may number 
in the millions), sampling the success of narratives, forming coalitions with individuals’ 
agents, and pushing back more forcefully where needed against the governmental or corpo-
rate narratives that aggrieve their interests (or those of their members). Democratic agents 
could more generally help people take collective action that asserts counter power to pri-
vate entities like big companies—for example, by enabling them to coordinate enough to 
diminish the market power of a platform company. 

 
39	 Such advocates could also be used to enable vexatious litigation—like all such tools, their impacts 
will depend substantially on how they are deployed.
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Democratic Limits to Delegation 

While LMAs clearly possess considerable democratic potential, delivering on that potential 
depends on overcoming a range of hurdles complicating implementation — from identi-
fying budgets to building and assessing viable experiments to navigating the polarized 
politics and trust deficits that can bedevil any project to bolster deliberation.  Beyond these 
challenges, we also acknowledge more subtle and profound risks. Even if we acknowledge 
that democracy depends on delegation in principle as well as in practice (from the public to 
legislators, for example, and from lawmakers to agencies or executive officials), some dem-
ocratic functions are likely best understood as properly lodged in individuals and ought not 
be delegated. Mark Warren [154] recently identified three core problems democratic institu-
tions must address: empowering inclusion (ensuring meaningful participation and pre-
venting exclusion), forming a collective agenda and will, and collective decision-making. 
Although LMAs could plausibly assist in each of these areas—likely more for some individ-
uals and communities than others—democratic societies should be careful not to outsource 
or automate precisely those features that render democratic institutions attractive and 
valuable—if also contentious—in the first place.

Take, for instance, empowering inclusion: the aim should be to ensure that all and only 
those genuinely entitled to participate actively engage with one another, and that people 
have substantial opportunities for civic participation that they are empowered and encour-
aged to take. Such genuine inclusion generates participatory reasons on both sides—those 
being included and those doing the including. Person A has reasons fulfilled only by per-
sonally participating, and Person B has reasons fulfilled only by actively including A [164]. 
If, instead, societies rely too much on LMAs to serve as proxies for minorities who might 
otherwise remain excluded, they secure merely an ersatz substitute, missing the authentic 
participatory value they seek.

Similarly, LMAs and other AI tools could aid in shaping an agenda for a multi-member deci-
sion-making body or members of the public in a certain jurisdiction—drawing attention to 
overlooked issues, alleviating affective polarization, and identifying common ground [141]. 
Yet the inherent value in developing a shared democratic agenda through a process involv-
ing a substantial mix of direct participation derives significantly from the process itself. 
Ideally, citizens with diverse private interests and values engage directly with one another 
and, through that interaction, come to view their decisions from a more public-minded 
perspective, genuinely accounting for others’ interests and values [164]. The importance of 
reaching or approximating a collective will lies not simply in pinpointing the optimal inter-
section of existing preferences but rather in the transformative democratic process itself, 
in which participants develop a shared sense of what they ought to do together. This demo-
cratic process must not—and indeed cannot—be fully outsourced to technological agents.

The point is sharper still for collective decisions. Democracies must settle deep conflicts of 
interest and value [5], so their procedures must be simple and transparent. Only then can 
citizens see how a decision was reached, challenge it if needed, and—when their interests 
lose out—be reasonably expected to accept the result [95, 145]. Deep learning-based AI 
systems, as is now widely recognized, are fundamentally opaque and extraordinarily com-
plex [24, 125]. Even if formal transparency (such as providing access to a model’s weights) 
is technically achieved, this complexity remains functionally impenetrable to ordinary 
citizens, negating genuine transparency and undermining people’s reasons to accept the 
outcomes of processes that disfavor them [81]. 
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This crucial insight should prompt deep skepticism toward overly optimistic projects of 
‘computational democracy’ that propose algorithmic tools as pervasive substitutes for 
transparent democratic procedures. The fundamental error in such projects is conceiving 
democracy primarily as a means of solving epistemic problems—such as identifying the 
position best supported by the electorate—rather than as fair, participatory processes for 
resolving competing claims.

Of course, as noted earlier in the contexts of inclusion and agenda-formation, LMAs can 
indeed support the analogue processes underlying democratic decision-making. They can 
facilitate mutual understanding, promote civic education, and more. Yet we must remain 
clear-eyed about distinguishing such facilitative roles from misguided attempts to automate 
the very heart of democracy.

Conclusion
AI agents and democracy are poised to exert powerful effects on each other, raising difficult 
ethical and policy questions for the world. Anticipatory ethics should respond by rousing 
action, not merely anxiety. The first task is to rebuild and reinforce the institutions and 
practices that make democracy resilient. LMAs will amplify whatever weaknesses they 
find—economic exclusion, distortion and polarization in the public sphere, concentration 
of corporate power, creeping authoritarianism—so shoring up courts, parliaments, parties, 
public‑service media, civic associations, and broader democratic culture is more urgent 
than any technical fix. Democracy’s adversaries have shown boldness in dismantling 
checks and balances; its defenders must be at least as ambitious in restoring them.

Second, effective safeguards demand agent‑specific governance. But before prescribing 
rules, we need a clearer picture of which agents are being built and how they are deployed. 
Researchers should track leading indicators—agentic companions, financial AI agents—
and map their democratic risks. We also need sustained research to craft legal (and broader 
normative) regimes suited to LMAs. For the first time, we can outsource large swathes of 
human decision‑making to machines, yet we lack principles for deciding which tasks may 
be ceded and which must remain human. Assuming that anything lawfully delegated to a 
person can likewise be handed to an LMA would be perilous. These agents combine speed, 
endurance, and networked coordination far beyond human limits; deployed uncritically—
say, in financial markets—they could magnify risk and destabilize entire systems.

Certain risks are plain enough to legislate without delay. Democracies should strengthen 
civil‑liberty safeguards against surveillance and governance technologies, binding them-
selves against the lure of LMA‑enabled omnivision. They must also impose strict, proactive 
transparency rules on AI‑companion providers, who should bear the burden of proving that 
their systems neither manipulate users nor cause psychological harm.

Third, with sufficient public- and private-sector financial resources, talent, and energy, 
democratic innovators can build AI agents that better defend and enhance democracy. 
Just as cybersecurity relies on protective software, democratic security could be helped by 
agents that detect and counter democracy-undermining agents, shielding against surveil-
lance, manipulation, and authoritarian control. More positively, civil society should partner 
with technical researchers and engineers to build LMAs that enhance democratic culture 
and deliberation, improve intrapersonal and interpersonal coordination, and advocate for 
individuals’ and groups’ rights. Democratic agents cannot replace but can complement 
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more fundamental efforts to build democratic resilience—provided civil society and pro-de-
mocracy coalitions steer the transition deliberately.

None of these measures is easy, but together they cultivate the only safeguard that lasts: a 
society resilient enough to adapt, absorb shocks, and keep faith with its democratic ideals 
even as AI reshapes the terrain beneath it.
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