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Abstract
Prominent voices worry that generative artificial intelligence (GenAI) will negatively impact 

elections worldwide and trigger a misinformation apocalypse. A recurrent fear is that GenAI 

will make it easier to influence voters and facilitate the creation and dissemination of 

potent mis- and disinformation. We argue that despite the incredible capabilities of GenAI 

systems, their influence on election outcomes has been overestimated. Looking back at 

2024, the predicted outsized effects of GenAI did not happen and were overshadowed by 

traditional sources of influence. We review current evidence on the impact of GenAI in the 

2024 elections and identify several reasons why the impact of GenAI on elections has been 

overblown. These include the inherent challenges of mass persuasion, the complexity of 

media effects and people’s interaction with technology, the difficulty of reaching target 

audiences, and the limited effectiveness of AI-driven microtargeting in political campaigns. 

Additionally, we argue that the socioeconomic, cultural, and personal factors that shape 

voting behavior outweigh the influence of AI-generated content. We further analyze the 

bifurcated discourse on GenAI’s role in elections, framing it as part of the ongoing “cycle of 
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technology panics.” While acknowledging AI’s risks, such as amplifying social inequalities, 

we argue that focusing on AI distracts from more structural threats to elections and democ-

racy, including voter disenfranchisement and attacks on election integrity. The paper calls 

for a recalibration of the narratives around AI and elections, proposing a nuanced approach 

that considers AI within broader sociopolitical contexts. 

Keywords: Artificial Intelligence, Generative AI, Elections, Democracy, Misinformation, 

Political Campaigns, Voting Behavior
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Introduction 
The increasing public availability of generative artificial intelligence (GenAI) systems, 

such as OpenAI’s ChatGPT, Google’s Gemini, and a slew of others has led to a resurgence of 

concerns about the impact of AI and GenAI in public discourse. Leading voices from poli-

tics, business, and the media twice listed “adverse outcomes of AI technologies” as having 

a potentially severe impact in the next two years (together with “mis- and disinformation”) 

in the World Economic Forum’s Global Risks Reports (2024, 2025). The public is worried as 

well. A recent survey of eight countries, including Brazil, Japan, the U.K., and the U.S. found 

that 84 percent of people were concerned about the use of AI to create fake content (Ejaz et 

al., 2024). Meanwhile, a large survey of AI researchers found that 86 percent were signifi-

cantly or extremely concerned about AI and the spread of false information, and 79 percent 

about manipulation of large-scale public opinion trends (Grace et al., 2024). The main worry 

present in all these contexts is that AI will make it easier to create and target potent mis- and 

disinformation and propaganda and manipulate voters more effectively. The integration of 

foundation models, particularly AI chatbots, into various digital media and their growing 

use for online searches, interaction with information and news, and use as personal assis-

tants is also a growing concern, due to the potential knock-on effects on people’s informed-

ness about politics and their political behavior. 

A recurrent theme is the impact of AI on national elections. Initial predictions warned that 

GenAI would propel the world toward a “tech-enabled Armageddon” (Scott, 2023), where 

“elections get screwed up” (Verma & Zakrzewski, 2024), and that “anybody who’s not wor-

ried [was] not paying attention” (Aspen Digital, 2024). We critically examine these claims 

against the backdrop of the 2023-2024 global election cycle, during which nearly half of the 

world’s population had the opportunity to participate in elections, including in high-stakes 

contests in countries such as the U.S. and Brazil.
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We make three contributions: First, we argue that despite widespread predictions of 

AI-driven electoral manipulation through, for example, deepfakes, as well as AI-informed 

targeted advertising and misinformation campaigns, the influence of AI on national elec-

tions was largely overshadowed by other, much more important factors, such as politicians’ 

willingness to misinform, lie, and break other norms. We identify several key factors con-

tributing to this discrepancy between alarmist predictions and observed outcomes: 

1.	 The inherent challenges of mass persuasion, regardless of the tools employed 

2.	 The difficulty of reaching target audiences in an oversaturated information 

landscape and high-choice media environments

3.	 Emerging evidence regarding the limited effectiveness and use of AI-driven 

microtargeting in political campaigns

4.	 The complex interplay of socioeconomic, cultural, and personal factors that 

shape voting behavior, which often outweighs the influence of AI-generated 

content

5.	 The ways in which people consume information and decide who to trust and 

who to listen to 

We argue that these factors explain why the worst predictions about the role of GenAI in 

recent national elections did not come to pass and should make us skeptical about claims 

that GenAI will upend elections in the years to come. Most of this is settled knowledge and 

based on long scholarly traditions in media effects studies and political science. For these 

reasons, we were skeptical of the impact of AI on elections even before the broader realiza-

tion that the AI apocalypse did not occur (Simon et al., 2023).

Second, we provide an overview of the possible reasons for the skewed discourse on AI 

and elections. We diagnose the alarmist discourse surrounding AI and elections as a ver-

sion of what Orben (2020) has termed the “Sisyphean cycle of technology panics”—the 

repeating, ultimately unproductive pattern of public and institutional overreaction to new 
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technologies—with several concurrent push and pull factors within political, technological, 

regulatory, media, and academic communities fostering this narrative.

Third, we interrogate the possible consequences of a skewed understanding of AI’s impact 

on national elections and align it with—at times overlooked—other risks to elections and 

democracy, both from advances in AI and other, more structural and long-standing factors. 

While acknowledging the potential risks associated with AI in electoral contexts, such 

as the amplification of existing social inequalities and the erosion of trust in democratic 

processes, we argue that the disproportionate focus on GenAI may distract from other, 

more pressing threats to democracy. These include, but are not limited to, forms of voter 

disenfranchisement; unequal electoral competition, including in the access to digital tools; 

intimidation of election officials; attacks on journalists and politicians; and various forms 

of state oppression.

We argue that the current narrative surrounding GenAI’s impact on elections, especially 

in democratic systems, requires recalibration. We propose a more nuanced approach to 

understanding the role of AI in electoral processes, one that considers the broader socio-

political context and avoids both outright technological determinism and extreme social 

construction of technology arguments. We try to acknowledge the effects of AI within limits, 

while recognizing the social and political conditions that constrain it. 

As such, this paper makes the following contributions to ongoing debates about the impact 

of AI on democracy:

1.	 Integrating AI into existing theories and within the empirical literature in 

political communication and political science;

2.	 Staking out a research agenda for the future study of this topic;

3.	 Offering insights for policymakers, journalists, and researchers concerned 

with preserving the integrity of electoral processes in the “age of GenAI.”
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Background: Elections, Mass Persuasion, GenAI 
Before focusing on the role of GenAI in elections, we provide a definition and summary of 

key developments in GenAI, before turning to what elections are and what shapes voting 

behavior. We then summarize key literature on mass persuasion—all of which will be inte-

gral to our later arguments.

Definition of AI and GenAI 

AI broadly refers to the development and application of computer systems or machines 

capable of performing tasks that typically require human intelligence, including learning, 

reasoning, natural language processing, problem-solving, and decision-making (Mitchell, 

2019; Russell & Norvig 2009). The OECD offers a comprehensive definition, describing an AI 

system as a “machine-based system that, for explicit or implicit objectives, infers, from the 

input it receives, how to generate outputs such as predictions, content, recommendations, 

or decisions that can influence physical or virtual environments” (OECD AI Principles, 

2024). These systems vary in their levels of autonomy and adaptability after deployment. 

Recent advancements in AI have led to the development of “general-purpose AI models”, 

designed to be adaptable to a wide range of downstream tasks (Bengio et al., 2025), for 

example through additional fine-tuning. Foundation models are usually large-scale neu-

ral networks trained on diverse data sets and capable of performing a wide range of tasks 

across multiple modalities, including text, code, visuals, and audio. Large language models 

(LLMs) in particular are a subset of foundation models specialized in text processing and 

generation (House of Lords Communications and Digital Committee: Large Language Mod-

els and Generative AI, 2024).
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The term ‘generative AI’ has seen a substantive rise in coverage since 2022

The term ‘generative AI’ (or ‘GenAI’) specifically became prominent following the public 

release of the AI system ChatGPT—a chatbot developed by U.S. firm OpenAI—on Novem-

ber 30, 2022. The term loosely refers to AI systems capable of rapidly creating new data, 

including content across various modalities and formats that is often perceived as indis-

tinguishable from human-generated content (e.g., in the case of text) or content generated 

with other analog or digital means (e.g., audio or video), depending on the instructions 

provided. The launch of ChatGPT at the end of 2022 led to a wave of similar releases from 

major technology companies, including Google and Meta and a range of smaller firms, who 

introduced their own chatbots and AI models in quick succession. This trend, and the fact 

that these systems can be accessed and used through natural language interfaces, has sig-

nificantly expanded the accessibility and usefulness of AI systems for general users.

Elections and voting behavior 

We should clarify that this paper focuses on the effects of GenAI in broadly democratic 

systems. While some of the arguments may be applicable to electoral or closed autocracies, 

Figure 1. This chart illustrates the percentage of total coverage of stories (weekly) matching the term “Generative 
AI,” drawn from approximately 1,500 English-speaking media sources. Source: Global English Language Sources 

database, provided by MediaCloud, spanning the period from April 1, 2020, to May 21, 2025.
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these are not the focus of this article. There is ongoing debate in political science about 

the exact nature of democracy, a discussion that also falls outside the scope of this paper. 

Instead, we adopt a minimalist definition that defines democracy as a system of govern-

ment in which power is vested in the people and rulers are elected through competitive 

elections. Elections, in this context, are a mechanism by which political conflict in society 

is channeled into real power over society within an institutional framework for a given 

amount of time (see also Jungherr, 2023). 

People do not approach elections as blank slates, waiting to be persuaded by the latest 

piece of information or political arguments. Instead, voting behaviors are shaped by a com-

plex nexus of factors, usually a mixture of long-standing predispositions and short-term 

contextual factors (Campbell et al., 1960; Zaller, 1992). Classic models suggest that partisan-

ship, often formed early in life, serves as a primary filter through which individuals process 

political information and cast their ballots (Green et al., 2002). Identity-based consider-

ations—such as social group attachments and ideological orientations—can interact with 

media exposure to shape voters’ impressions of and feelings toward candidates and policy 

issues (Huddy et al., 2023, Tenenboim-Weinblatt et al., 2022). 

Political behavior, in turn, reflects the interplay of these attitudes with external mobiliza-

tion efforts, social networks, and media frames.1 For example, socioeconomic status not 

only correlates strongly with political engagement but also shapes individuals’ sense of 

political efficacy and their capacity to mobilize effectively (Brady et al., 1995; Oser et al., 

2022). Get-out-the-vote campaigns, peer group discussions, and opinion leadership can 

all prompt individuals to (dis)engage in political activities, such as attending rallies or 

casting a ballot (Hansen & Pedersen, 2014). In modern contexts, social media platforms 

 
1	 Media frames are the interpretive structures that news producers use to select, emphasize, and 
organize elements of reality so audiences understand an issue in terms of specific problem definitions, causal 
explanations, moral judgments, and potential remedies.
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intensify this dynamic: They amplify message exposure, facilitate political discussion, and 

are widely used by political actors to stay informed, disseminate information, and engage 

voters, while voters actively or passively consume information or participate in political 

actions on these same platforms. However, not all groups experience these effects equally; 

systemic factors like socioeconomic status and educational resources can either enable or 

constrain political participation (Leighley & Nagler, 2013), and not all people have access to 

or are engaged with digital media where politics and political discourse play out.

The limits of mass persuasion 

Political campaigns, along with commercial advertising, represent the most ambitious 

efforts at mass persuasion. This persuasion can have several aims: increasing or decreasing 

political participation (e.g., in the form of turnout in general, or for or against a particular 

side), increasing or decreasing political activism (e.g., raising money or political support 

during rallies), and shaping voting decisions. Elections are high-stakes events where candi-

dates, parties, and interest groups pour—sometimes enormous—resources into persuading 

voters. For example, during the 2024 U.S. presidential election, $1.35 billion was spent on 

online campaign ads on Google and Meta (Brennan Center for Justice, 2024), while more 

than $15 billion was spent in the whole election cycle (Federal Election Commission, 2025). 

Despite these massive investments, numerous high-quality studies have shown that the 

persuasive effects of political advertising are limited in the U.S. (Allcott et al., 2025; Cop-

pock et al., 2020, 2022; Haenschen, 2023) and elsewhere (Hager, 2019). For instance, Kalla 

and Broockman (2017) write that “the best estimate of the effects of campaign contact and 

advertising on Americans’ candidates choices in general elections is zero. First, a system-

atic meta-analysis of 40 field experiments estimates an average effect of zero in general 

elections. Second, we present nine original field experiments that increase the statistical 

evidence in the literature about the persuasive effects of personal contact tenfold. These 
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experiments’ average effect is also zero” (p. 1). Increasing statistical power to detect ever 

smaller effects, an eight-month political advertising campaign on social media delivered 

to 2 million persuadable voters found that “persuasion campaigns can indeed cause small 

differential turnout effects—much smaller than pundits and media commentators often 

assume, but our field experimental study is large enough to show that these effects are 

distinct from zero” (Aggarwal et al., 2023, p. 335). A large-scale experiment conducted on 

Facebook and Instagram, which removed political ads for six weeks prior to the 2020 U.S. 

presidential election, found null effects on political knowledge, polarization, perceived 

legitimacy of the election, political participation, candidate favorability, and turnout (All-

cott et al., 2025). 

Research on advertising more broadly has shown that ads have small effects on consumers, 

far smaller than commonly assumed (DellaVigna & Gentzkow, 2010; Hwang, 2020, Shapiro 

et al., 2021). For instance, a meta-analysis of 751 short-term and 402 long-term direct-to-con-

sumer brand advertising elasticities showed that “the mean short-term advertising elastic-

ity across all observations (1940-2004) is .12, the median elasticity is .05, and elasticity is 

declining over time. The finding that advertising elasticity is ‘small’ may upset many prac-

titioners, especially those in the agency business” (Sethuraman et al., 2018, p. 469). “Elas-

ticity” here quantifies how much ‘bang’ the advertiser gets for their ‘buck,’ so to speak, and 

this bang is surprisingly small. Raising ad expenditure by one percent typically boosted 

sales by only about one-tenth of a percent, and this was also declining. In other words: 

Each additional dollar of advertising is buying even less incremental consumer response 

than it once did. More generally, most attempts at mass persuasion fail to influence peo-

ple’s behaviors in meaningful ways or have negligible effects when they are not well 

aligned with their incentives (the things that motivate them), preferences (what they like 

or dislike), or values (their principles or standards of behavior; Mercier 2020). For instance, 

public health campaigns encouraging people to eat healthier or quit smoking have little 
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impact compared to making healthy options more affordable or convenient, or increasing 

the price of cigarettes (Arno & Thomas, 2016; Bader et al., 2011).

The fields of communication and political science have long moved away from models of 

mass communication which assumed strong, direct effects on public opinion (such as the 

“hypodermic needle model”). Instead, contemporary research favors more nuanced models 

of influence—such as agenda-setting and framing—that highlight smaller, indirect effects 

(Bryant & Oliver, 2009). Research on the limited influence of mass persuasion clashes with 

the widespread assumption that people are gullible and easily persuaded. It has been well 

documented that we perceive others to be much more susceptible to negative media effects 

than ourselves (such as propaganda or misinformation, but also pornographic content; 

Davison, 1983). This “third -person effect” also plays a central role in fears about the effect 

of misinformation (Altay & Acerbi, 2024) and may explain why fears about the effect of 

GenAI on misinformation and persuasion during elections are so widespread. Rather than 

being overly gullible, people are often quite resistant to changing their views. When people 

come across new information, they tend to update their beliefs in the direction of the new 

information, that is, they adjust their views slightly to reflect what they have just learned. 

However, this updating is often minimal and rarely leads to lasting shifts in attitudes or 

behaviors (Coppock, 2023), especially in political contexts. For instance, numerous studies 

have demonstrated that while fact-checking (in itself an attempt at persuading people to 

hold correct beliefs) reliably reduces misperceptions, it has a negligible influence on politi-

cal attitudes (e.g., feelings toward a candidate) and behaviors (e.g., voting intentions; Nyan 

et al., 2019; Porter & Wood, 2024). More broadly, research on social learning shows that peo-

ple consistently favor their own intuitions, experiences, and beliefs, over information com-

municated by others – even when they have no reason to trust themselves more than others 

(Bailey et al., 2023). Rather than being overly influenced by communicated information, we 

frequently waste it (Morin et al., 2021). Finally, a meta-analysis on news discernment across 
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40 countries and more than 194,000 participants has shown that people are not gullible: 

on average people are (very) good at spotting false news (Pfänder & Altay, 2025). Yet, while 

people can tell true from false news, they tend to be excessively skeptical of true news and 

to err on the side of skepticism rather than credulity (Pfänder & Altay, 2025)—all of which 

makes persuasion harder.

A skeptical reader may wonder: What about the effect of repeated exposure to persuasive 

content over long periods of time? In line with this argument, the literature in experimental 

psychology has shown that people are more likely to believe repeated claims (Pillai, Fazio, 

& Effron, 2023). However, there are reasons to doubt that this “illusory-truth effect” trans-

lates well outside of experimental settings. For instance, while repeated exposure to false 

statements professed by Donald Trump increased belief in the statements among Repub-

licans, it decreased belief in the statement among Democrats (Pillai, Kim, & Fazio., 2023). 

Moreover, the illusory truth effect disappears if the source is not trusted (Orchinik et al., 

2024) or if the information environment is perceived as being low-quality (Orchinik et al., 

2025). While it is difficult to estimate the causal effect of repeated exposure to persuasive 

content over time, a large study by Aggarwal et al. (2023), which exposed 1,711,547 persuad-

able voters to an average of 754 political ads over eight months, nonetheless found minimal 

impact on voters. 

Skeptical readers may also argue that elites, such as politicians, play a dominant role in 

shaping public opinion. While it is true that they can act as agenda setters, influencing 

which issues receive attention and how they are framed, this influence is not unidirectional 

but reciprocal (Gilardi et al., 2022). Elite cues help individuals—especially those with little 

political knowledge—navigate complex issues by providing simplified narratives and parti-

san heuristics (Bullock, 2020). These cues can influence policy preferences, but their influ-

ence is limited. People stop following party cues if they go too strongly against their self-in-

terest (Slothuus & Bisgaard, 2021) or deviate too much from their own political stances 
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(Mummolo et al., 2019). Moreover, party cues mostly cause people to behave as if they were 

better informed (i.e., a party cue is often a valid information shortcut; Tappin & McKay, 

2021), they do not dominate the policy information people already hold, such that people 

do not blindly follow party cues, but instead rely on the substance of the policy—even when 

exposed to party cues (Bullock, 2011, 2020), and finally party cues do not reduce receptivity 

to arguments and evidence (Tappin et al., 2023). In general, individuals are not passively 

exposed to information; they actively seek out and engage with content that aligns with 

their prior beliefs, which limits the media and elites’ ability to profoundly and durably 

change minds (Arceneaux & Johnson, 2013).

In this section, we have mostly framed persuasion in negative terms, but persuasion is not 

inherently negative and is an essential element of democracy. It is through mass persuasion 

that societies build consensus, resolve disputes, and make collective decisions without 

resorting to force. In many ways, and in specific circumstances, mass persuasion can work. 

When Russia attacked Ukraine in 2022, or when Queen Elizabeth II died, people quickly 

updated their beliefs, and acknowledged that the Queen was no longer alive and Ukraine 

no longer at peace.  Similarly, people accept unintuitive scientific knowledge about the 

formation of continents or the laws of physics. Most of this happens simply because we 

trust journalists and scientists on these matters and that their positions converge—this trust 

is largely built through the demonstration of competence and reliability of these experts 

(Mercier, 2020). Even self-described populists—often assumed to be particularly resistant to 

expertise—seem to engage similarly. Peresman et al. (2025) found that while populists are 

less willing to accept expert advice, both populists and non-populists are equally respon-

sive to strong arguments and expert source characteristics—i.e., they are more likely to 

accept advice when it is supported by strong arguments. GenAI is unlikely to benefit from 

this trust afforded to experts yet—for instance, only 27 percent of people trust GenAI for 

news and information about politics, while only seven percent actually use GenAI for news 
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and information about politics (Ejaz et al., 2024). In the future, as AI use grows and LLMs 

become more accurate, they are likely to benefit from this trust—although their persuasive-

ness will remain dependent on the external sources they rely on and the perceived agree-

ment with sources that people find reliable. 

Mass persuasion can occur and be effective not only when the source is highly trusted but 

also when people are exposed to strong arguments. For example, most people radically 

shift their views when shown a clear demonstration of the correct solution to a logical or 

factual problem (Mercier & Claidière, 2022). LLMs can generate and summarize effective 

arguments. Growing evidence suggests that discussions with LLMs can significantly change 

people’s opinions on a wide range of topics: They can reduce belief in conspiracy theories 

(Costello et al., 2024), reduce concerns about HPV vaccination (Xu et al., 2025), increase 

pro-climate attitudes (Czarnek et al., 2025), or even reduce prejudice toward undocumented 

immigrants (Costello et al., 2025). While it is clear that LLMs are persuasive, they are not 

necessarily more effective than the most effective existing messages (Chen et al., 2025; 

Hackenburg & Margetts, 2024a; Sehgal et al., 2025). In addition, the cost of exposing audi-

ences to LLMs’ persuasive messages is currently greater than commonly used persuasive 

methods. As Chen et al. (2025) note, “it is currently much easier to scale traditional cam-

paign persuasion methods than LLM-based persuasion” (p. 1) and “while AI-based persua-

sion can match human performance on a per-person basis under ideal conditions of forced 

exposure, its real-world deployment is currently constrained by exposure costs and audi-

ence sizes” (p. 13).

If LLMs can be used to persuade people of socially desirable viewpoints, couldn’t bad 

actors also use them to convince people of harmful or undesirable viewpoints? The answer 

is ‘yes,’ but early evidence suggests that LLMs are persuasive because they provide factual 

information and targeted counterarguments (Costello et al., 2025). For instance, while the 

LLM in the study about conspiracy theories was extremely effective at reducing belief in 
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false conspiracy theories, it did not reduce belief in true conspiracies (such as the MK Ultra 

covert CIA program; Costello et al., 2024). Thus, on average, LLMs may be more persuasive 

when advocating for positions that are solidly backed up by evidence. It remains an open 

question to what extent the persuasiveness of LLMs’ arguments correlates with the factual 

accuracy of the conclusions they advocate (Jones & Bergen, 2024). There are reasons to 

think that, in general, people recognize good arguments and are more receptive to factual 

information (Mercier & Sperber, 2017); however, LLMs are able to cherry-pick facts to advo-

cate for dubious positions. That being said, the evidence discussed here is based on exper-

iments where participants were paid to interact with LLMs. It remains unclear whether 

people would engage with LLMs in the same way outside of these experimental settings. In 

addition, people will find reasons to discount information they do not agree with and limit 

their exposure to such information. For instance, Wikipedia is widely distrusted among 

conspiracy theorists circles because they perceive it as being politically biased—for better 

or worse, the same will happen with LLMs.

In sum, people are not gullible, and mass persuasion is difficult, especially when messages 

do not align with people’s existing incentives, preferences, or values. People are not pas-

sively exposed to information and selectively expose themselves to sources they agree with 

and trust. 

Common Arguments about GenAI and Risks to Elections 
According to various voices, including some leading AI researchers, GenAI will upend elec-

tions and pose a major threat to democracy. These arguments, we suggest, can be divided 

into six broad categories (Table 1). We do not claim that this list is exhaustive. Instead, it is a 

categorization of the most common arguments with concerns ranging from the content side 

(what voters see and hear) to the infrastructure side (the integrity of the voting systems) and 

the broader societal impact of eroding trust in democratic processes.
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Table 1. Six arguments about the assumed negative impact of GenAI on elections.
Argument Explanation of claim Presumed effect Source
1. Increased quantity 

of information and 

misinformation

Due to its technical 

capabilities and ease 

of use, GenAI can 

be used to create 

information at scale 

with great ease.

Increased reach of 

misinformation

Increased reach for 

political actors 

 

Crowding out of other 

information

Bell (2023), Fried 

(2023), Hsu

& Thompson (2023), 

Marcus

(2023), Pasternack 

(2023),

Ordonez et al. (2023), 

Tucker

(2023), Zagni & 

Canetta

(2023), Safiullah & 

Parveen (2022)
2. Increased quality 

of information and 

misinformation

Due to its technical 

capabilities and 

ease of use, GenAI 

can be used to 

create information 

or misinformation 

perceived to be of 

high quality at low 

cost. 

Increased persuasion 

of voters (all 

information), increased 

susceptibility of voters 

(misinformation)

Fried (2023), Gold 

& Fischer (2023), 

Ordonez et al. (2023), 

Pasternack (2023), 

Shah & Bender (2023), 

Zagni & Canetta 

(2023), Safiullah & 

Parveen (2022)

3. Increased 

personalization of 

information and 

misinformation at 

scale

Due to its technical 

capabilities and ease 

of use, GenAI can 

be used to create 

high-quality (mis)

information at scale 

personalized to a 

user’s tastes and 

preferences.

Increased persuasion of 

voters

Benson (2023), 

Fried (2023), Hsu & 

Thompson (2023), 

Pasternack (2023), 

Safiullah & Parveen 

(2022)
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4. New modes 

of information 

consumption

The integration of 

GenAI into existing 

digital infrastructures 

and the increasing 

use of GenAI for 

information seeking 

leads to changing 

consumption patterns 

around election 

information.

Higher likelihood of 

voters being misinformed 

through GenAI 

Provision of lower-quality 

or biased information 

about elections

 

Crowding out and long-

term undermining of 

authoritative sources of 

election information

Angwin et al. (2024), 

Marinov (2024), 

Simon, Fletcher, 

& Nielsen (2024), 

Rahman-Jones (2025), 

Safiullah & Parveen 

(2022), Jaźwińska & 

Chandrasekar (2025)

5. Destabilization of 

reality

The realism of GenAI 

content creates 

uncertainty regarding 

what is real.

Fostering undue 

skepticism toward 

accurate information

Decline in public 

trust and institutional 

legitimacy 

 

Weaponization to deny 

inconvenient truths 

(“liar’s dividend”)

 

Goldstein & Lohn 

(2024), Dowskin 

(2024), Carpenter 

(2024), West & Lo 

(2024)

6. Human-AI 

relationships

Users form deeper, 

more persistent 

relationships with 

personalized and 

agentic AI systems.

Increased persuasion of 

voters

Increased misinformation 

of voters

Manipulation of voters

Knight (2016), 

France24 (2025), Kirk 

et al. (2025) 

 

It should be noted that these categories are not mutually exclusive and overlap in some 

cases. We use “information” here as a general term that puts a lesser emphasis on the exact 



Electronic copy available at: knightcolumbia.org

20KNIGHT FIRST AMENDMENT INSTITUTE GENERATIVE AI AND ELECTIONS

mode of delivery (e.g., advertisements in various digital media versus campaign messages 

published or uttered by candidates). In the section below, we discuss these claims in turn, 

arguing that current concerns about the effects of GenAI on elections are overblown in light 

of the available evidence and theoretical considerations. Afterward, we turn to a broader 

discussion to address common objections and examine the available evidence on how 

GenAI has been used in recent election cycles.

Addressing the Main Claims about AI Risks around Elections 

In the following section, we will address each of the claims outlined above, based on recent 

evidence and the wealth of preexisting literature on technological change. One challenge 

in making claims about the role of new technologies in politics is the time lag between 

their emergence, their initial effects, and the availability of empirical research assessing 

these effects (see Orben, 2020, p. 1150f). While various empirical studies have examined 

the effects of GenAI in a political context at the time of writing, further research is needed. 

However, we argue that adequate expectations for the effects of GenAI can be formed from 

this new empirical material and the extensive existing literature on the role of digital tech-

nologies in elections (see also Dommett & Power, 2024).

1.	 AI will increase the quantity of information and misinformation around 

elections

The increase in the quantity of information, and especially misinformation, caused by 

GenAI uses could have various consequences, from polluting the information environment 

and crowding out quality information to swaying voters (see Table 1). Below, we dissect this 

argument.

The first premise is that GenAI will enhance the production of misinformation more than 
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that of reliable information. If GenAI primarily supports the creation of trustworthy con-

tent, its overall impact on the information ecosystem would be positive. However, it is 

difficult to quantify AI’s role in content creation. The ways in which AI is used to support 

the production of reliable information (Simon, 2025) may be more subtle than AI uses to 

produce false information, and thus more difficult to detect. For the sake of argument, we 

assume that AI will be used exclusively to produce misinformation. 

The second premise is that AI-generated content not only exists but also reaches people and 

captures their attention. This is the main bottleneck: For AI misinformation (and for infor-

mation in general) to have an effect, it must be seen. On its own, (mis)information has no 

causal power. Yet, attention is a scarce resource, and the amount of information people can 

meaningfully engage with is finite, because time and attention are finite (Jungherr & Schro-

eder, 2021; Taylor, 2014), and any piece of politically relevant information has to compete 

with other types of information, such as entertainment. During elections, voters are already 

overwhelmed with messages and ads, making any additional content—AI-generated or 

not—another drop in the ocean. In low-information environments or data voids (boyd & 

Golebiewski, 2018), where fewer messages circulate, AI-generated content could have a 

stronger impact. But even in such cases, it is unclear why GenAI content would outperform 

authentic content and other non-AI-generated content. If anything, the proliferation of AI 

content may increase the value and demand for authentic content (see the Discussion).

The third premise is that, after reaching its audience, AI content will be persuasive in some 

way. While strong direct effects on voter preferences are unlikely (see the section on mass 

persuasion and the determinants of voting), weak and indirect effects are conceivable. 

Elections are not only about votes but also about the quality of political debate and media 

coverage. Without swaying voters, AI could flood the information environment in ways that 

degrade public discourse and democratic processes. We do not find the flooding argument 

particularly convincing. Since most people rely on a small number of trusted sources for 
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news and politics (Newman et al., 2024; 2025), misleading AI content from less credible 

sources would likely have limited influence, if it gets seen at all. If mainstream media and 

trusted news influencers do not misuse AI, why would AI-generated content from untrusted 

actors cause confusion? Flooding is concerning when there is significant uncertainty about 

who to trust and when individuals lack control over their information exposure. Yet, in 

practice, international survey research shows that people still often turn to mainstream 

media despite low levels of trust and an expanding pool of content creators (Fletcher et al., 

2025; Newman et al., 2024; 2025; Strömbäck et al., 2020). In Western democracies, main-

stream news outlets have so far shown restraint in their use of GenAI. While some media 

organizations are using AI to assist in news production and distribution (Simon, 2024, 2025) 

these uses have generally been transparent and responsible. There is little evidence to sug-

gest that mainstream news organizations are using AI to create misleading content or fake 

news. In fact, many news organizations are taking steps to ensure that AI-generated con-

tent is clearly labeled and that editorial oversight remains in place (Becker et al., 2025). This 

responsible approach stands in stark contrast to fears that AI could dominate political news 

coverage and create mass disinformation. Instead, news organizations are leveraging AI 

tools to enhance journalistic processes, such as fact-checking or summarizing data-heavy 

reports, rather than misleading their audiences.

The rise of news influencers, too, does not necessarily indicate a breakdown of the infor-

mation ecosystem, although it presents a shift. In France, for example, HugoDécrypte, 

the country’s largest news influencer, has grown into a respected media entity with main-

stream, high-quality coverage. Trusted sources, whether they are news influencers or 

news outlets, have strong reputational incentives to appear credible, as their audience’s 

trust—and their reach—largely depends on it (Altay et al., 2022a). Using AI to mislead—and 

being exposed by competitors—would be a death sentence for most news sources. These 

imperfect but powerful reputational incentives largely explain why we generally try to avoid 
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spreading falsehoods despite the ease of writing false text or making false claims (Sperber 

et al., 2010).

In general, fears about AI-driven increases in misinformation are missing the mark because 

they focus too heavily on the supply of information and overlook the role of demand. Peo-

ple consume and share (mis)information that aligns with their worldviews and seek out 

sources that cater to their perspectives (Arceneaux & Johnson, 2013). Motivated reasoning,2 

group identities, and societal conflict have been shown to increase receptivity to misinfor-

mation (Mazepus et al., 2023). For example, those with unfavorable views about vaccines 

are much more likely to visit vaccine-skeptical websites (Guess et al., 2020). Sharing mis-

information is often also a political tool, with especially radical-right parties resorting to it 

“to draw political benefit’” (Törnberg & Chueri, 2025). And some people consume and share 

false information as a result of social frustrations, seeking to disrupt an “established order 

that fails to accord them the respect that they feel they personally deserve” and in hopes of 

gaining status in the process (Petersen et al., 2023). Moreover, people do not even need to 

believe misinformation deeply to consume and share it, with some people sharing news of 

questionable accuracy because it has qualities that compensate for its potential inaccuracy, 

such as being interesting-if-true (Altay et al., 2021). In addition, the people most suscepti-

ble to misinformation are not passively exposed to it online; instead, they actively search 

for it (Motta et al., 2023; Robertson et al., 2023). Misinformation consumers are not unique 

because of their special access to false content (a difference in supply) but because of their 

propensity to seek it out (a difference in demand). The fact that demand drives misinfor-

mation consumption and sharing is perhaps the most important lesson from the misinfor-

mation literature. As Budak et al. write: “In our review of behavioural science research on 

online misinformation, we document a pattern of low exposure to false and inflammatory 

 
2	 Motivated reasoning is the willingness to accept information that supports preexisting beliefs and, 
conversely, to reject and counterargue information that challenges those same beliefs.
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content that is concentrated among a narrow fringe with strong motivations to seek out 

such information” (2024, p. 1).

To wrap up, the presence of more misinformation due to GenAI does not necessarily mean 

that people will consume more of it. For an increase in supply to translate into additional 

effects, there must be an unmet demand or a limited supply. Yet, the internet already con-

tains plenty of low-quality content—much of which goes unnoticed (Budak et al., 2024). The 

barriers to creating and accessing misinformation are already extremely low, and we see no 

good reason to assume that people will show a higher demand for AI-generated misinfor-

mation over existing forms of misinformation. Throughout history, humans have shown a 

remarkable ability to make up false stories, from urban legends to conspiracy theories. Mis-

information about elections is easy to create. All it requires is taking an image out of con-

text, slowing down video footage, or simply saying plainly false things. In these conditions, 

GenAI content has very little room to operate. Moreover, the demand for misinformation is 

easy to meet: Misinformation sells as long as it supports the right narrative and resonates 

with people’s identities, values, and experiences (more on this below). 

2.	 AI will increase the quality of election misinformation

The quality of AI-generated (mis)information has sparked concerns about its potential to 

deceive people and erode trust in the information environment. By quality, we mean that 

GenAI enables the creation of text, imagery, audio, and video with such lifelike fidelity that 

observers cannot reliably distinguish these synthetic creations from material produced 

through conventional human activity—whether written by an author, photographed with 

a camera, or recorded with a microphone. Below, we examine this position and argue that 

while information quality is crucial in many contexts—such as determining guilt in a crim-

inal case—it plays a much smaller role in the acceptance and spread of misinformation, 
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including in the context of elections.3 The core premise of the argument is that the danger to 

elections stems from GenAI making election misinformation more successful and impactful 

by improving its quality—and that AI could facilitate this by lowering the costs of producing 

high-quality misinformation. 

Let us look at this argument step by step. First, it is undoubtedly true that GenAI models 

can now produce high-quality misinformation. Plausible but false text, audio, and visual 

material are all within the purview of recent, widely available and usable AI systems. Will 

these AI systems be used to produce more high-quality misinformation than reliable infor-

mation? Possibly, not least due to different reputational incentives. News organizations 

and public-interest organizations depend on audience trust and brand reputation, so overt 

reliance on AI can backfire due to audience skepticism around AI (Nielsen & Fletcher, 2024; 

Toff & Simon, 2024) and worries about damage to their trust and reputation from errors AI 

systems still make. As a result, many outlets are still cautious in their AI use (Borchardt, 

2024; Radcliffe, 2025), which curbs its potential to be used too widely for fully AI-generated 

high-quality, true information. By contrast, misinformation producers face no comparable 

reputational constraint: faster, cheaper, and less labor-intensive production of high-quality 

material is an advantage for actors with little to lose from being caught fabricating content. 

Moreover, professional journalism still enjoys stronger financial and institutional support 

than most misinformation operations, so the marginal value of additional cost reductions 

in producing high-quality content is lower for newsrooms than for bad-faith actors. For 

these reasons, we assume that reductions in the cost and turnaround time of high-quality 

 
3	 The case that an increase in the quality of information with the help of GenAI that is true and not 
meant to mislead poses no problem to elections is quickly made: It would benefit voters. Higher quality, true 
information provides a better basis to inform voting decisions. Here, the only quibble one might have is that 
GenAI could benefit some parties or candidates over others in the short to medium term, with those with 
greater resources better able to use AI to produce, for example, higher-quality, true campaigning material. 
However, the nature of political contest has always been beset by a struggle for a competitive advantage, and 
political actors have traditionally adapted to forms of innovation established by others (Jungherr et al., 2020).
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outputs will confer proportionally greater benefits on misinformation producers than on 

reliable publishers—though GenAI can and is being harnessed to support responsible jour-

nalism as well (Simon, 2025). 

However, this does not need to make a significant difference in the context of elections, 

for various reasons. First, while GenAI undoubtedly enables the creation of more sophisti-

cated false content and might benefit its producers more, it is not clear that higher-quality 

misinformation would actually be more successful in persuading or misleading people. As 

we have already discussed, other factors—such as a demand for misinformation, as well as 

ideological alignment, emotional appeal, resonance with personal experiences, and the 

source—matter in determining who and why people accept and share misinformation. In 

other words: It is not just content quality that determines the spread and influence of mis-

information. These factors will not be simply overwritten by an increase in content quality, 

and higher quality does not automatically lead to increased demand for misinformation.

Second, misinformation producers already have numerous tools in their arsenals to 

enhance content quality but still often resort to low- or even no-tech, low-effort approaches. 

Image editing tools like Photoshop have long afforded people the ability to convincingly 

alter images or create new ones (Kapoor & Narayanan, 2024), and “cheap fakes” (Paris & 

Donovan, 2019), images taken out of context (Brennen et al., 2020), or plain false state-

ments continue to persist and thrive. The main reason is that these basic forms of false 

or misleading information are ‘good enough’ for their intended purpose, given that they 

fulfill a demand for false information that is not primarily concerned with the quality of 

the content but rather with the narrative it supports and the political purpose it serves. In 

other words: High-quality false information is not even needed. Political actors can simply 

twist or frame true facts in a way that supports their narratives—a technique adopted with 

frequency, including by (political) elites. For instance, emotional (true) news stories about 

individual immigrants committing crimes are often instrumentalized by far right politicians 
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to support unfounded claims about migrant crimes and ultimately to justify anti-immigra-

tion narratives (Parasie et al., 2025). Moreover, there are trade-offs between content quality 

and other dimensions: Higher-resolution video can sometimes look too polished to feel 

authentic, while more realistic and plausible messages may be less visually arresting—truth 

is often boring and—getting closer to it may inevitably make content less engaging.4 

Again, the problem is less the improvement in content quality than the demand for mis-

information justifying problematic narratives. The source of misinformation also matters 

more than the quality of the content (Harris, 2021): A poor quality video taken from an old 

smartphone shared by the BBC will be much more impactful than a high quality video 

shared by the median social media user. This is because people trust the BBC to authenti-

cate the video. While GenAI can be used to increase the quality of the content, it can hardly 

be used to increase the perceived trustworthiness of the source.5

In the future, GenAI tools will continue to improve and will certainly allow for more sophis-

ticated attempts at manipulating public opinion. While we should keep an eye out and 

closely monitor and regulate harmful AI uses in elections, we do not believe that improve-

ment in the quality of AI-generated content will necessarily lead to more effective voter 

persuasion. Humans have been able to write fake text and tell lies since the dawn of time, 

but they have found ways to make communication broadly beneficial by holding each 

other accountable, spreading information about others’ reputations, or punishing liars 

 
4	 Admittedly, with GenAI dramatically reducing the time and expertise needed to create high-quality 
outputs, this could shift the old effort-versus-reward calculus that once encouraged “cheap fakes.” When a 
convincing deepfake now takes minutes rather than days, many propagandists might see little reason to settle 
for low-effort manipulations, so we should expect some crude fabrications to be replaced by AI-generated 
content that is both polished and plentiful. Whether this easier access to realism ultimately makes such con-
tent more persuasive—or, paradoxically, less believable precisely because it looks “studio perfect”—remains 
an open empirical question.

5	 At the time of writing, people seem to distrust information from GenAI systems on important topics 
like elections. In February 2024, only 12 percent of Americans had at least some trust in information provided 
by ChatGPT about the 2024 U.S. presidential election, while more than a third had not heard of ChatGPT 
(McClain, 2024). 
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and rewarding good informants (Sperber et al., 2010). We expect these safeguards to hold 

even under conditions where content of lifelike fidelity can be created—and is available—at 

scale.

3.	 AI will improve the personalization of information and misinformation at scale

A third common argument is that AI could enhance voter persuasion by supercharging the 

creation of highly personalized (mis)information, including personalized advertisements. 

This argument is an extension of the concept of microtargeting to GenAI systems. Its pop-

ularity likely originates in the stories about the alleged outsized effectiveness of microtar-

geting in recent political contests, such as the supposed effects of the voter targeting efforts 

of political consultancy Cambridge Analytica during the 2016 European Union referendum 

and the 2016 U.S. presidential election (Jungherr et al., 2020; Simon, 2019). Microtarget-

ing describes a form of online targeted content delivery (for example, as advertising or 

via users’ in-app feeds). Users’ personal data is analyzed to identify the demographic or 

Figure 2. XKCD comic on the threat posed by deepfakes by Randall Munroe, licensed under CC BY-NC 2.5. Source: 
https://xkcd.com/2650/. 
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“interests of a specific audience or individual,” based on which they are then targeted with 

personalized messages designed to persuade them (Information Commissioner’s Office, 

n.d.). While addressing audiences with similar interests (e.g., for certain policy issues) and 

traits (e.g., age, gender) has been possible for many years and has been actively exploited 

by political campaigns around the world, it is far too costly to create individual messages 

for every single individual based on these aspects. GenAI, the argument goes, has removed 

this constraint, thus allowing for the effective creation of individually personalized and 

targeted—and thus more persuasive—content at scale.

To understand this, we must briefly examine how GenAI systems enable the creation of 

personalized content. GenAI systems are pretrained on a large general corpus of data and 

then refined in a post-training stage by approaches such as reinforcement learning with 

human feedback (often abbrievated as RLHF). However, current systems are unable to 

represent the full range of user preferences and values (Kirk et al., 2025). It is also not clear 

how much information current systems encode about users themselves and how much this 

shapes (i.e., personalizes) the responses provided to users (even though this is happening 

to a degree), especially around political content. To our knowledge, OpenAI’s ChatGPT 

and Google’s Gemini system are the first to incorporate a “memory” of a user’s preferences 

and potentially use these preferences to shape subsequent responses. Beyond explicit 

‘memory’ modules, models can also infer demographic and ideological traits from user 

prompts (given enough of the same) by leveraging correlations learned during pretraining. 

For example, experiments show that GPT-4 and similar LLMs are able to guess users’ loca-

tion, occupation, and other personal information from publicly available texts, e.g., Reddit 

posts (Staab et al., 2024). This ‘latent inference’ route therefore complements, and may even 

supersede, memory-based customization, as systems can tailor replies for people ‘like you’ 

without needing explicit profile data. 

In theory, any such system that has information about an individual’s traits and preferences 
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(or is capable of reliably inferring it) can be used to create content more aligned with the 

user’s worldview and preferences, content that should therefore be more persuasive. Per-

sonalized information is more convincing and relevant than nontargeted information (e.g., 

targeted ads about local events featuring music you like, rather than generic ads) and in 

many ways GenAI can help personalize information, potentially making it easier to per-

suade or mislead people. 

However, there are several complications to this claim. First, technical feasibility is not the 

same as actual effectiveness. The effectiveness of politically targeted advertising in general 

is mixed, with at best small and context-dependent effects (Jungherr et al., 2020; Simon, 

2019; Zarouali et al., 2022). Previous studies on microtargeting and personalized political 

ads reveal that data-driven persuasion strategies often face diminishing returns without 

broader messaging alignment and credible, on-the-ground campaigning (Kreiss & McGre-

gor, 2018). Experimental evidence from the U.S. further shows diminishing persuasive 

returns once targeting exceeds a few key attributes (Tappin et al., 2023). Skeptical voices 

would rightly argue that these findings do not take into account more powerful GenAI 

systems that can create personalized content at scale in response to customized prompts, 

all at little cost. However, evidence that the personalized output from AI systems is more 

persuasive than a generic, nontargeted persuasive message is thin. A recent review of the 

persuasive effects of LLMs concluded that the “current effects of persuasion are small, how-

ever, and it is unclear whether advances in model capabilities and deployment strategies 

will lead to large increases in effects or an imminent plateau” (Jones & Bergen, 2024, p. 25). 

Hackenburg and Margetts (2024a, 2024b) found that “while messages generated by GPT-4 

were persuasive, in aggregate, the persuasive impact of microtargeted messages was not 

statistically different from that of nontargeted messages” and that “further scaling model 

size may not much increase the persuasiveness of static LLM-generated political mes-

sages” (Hackenburg et al., 2025). The approach used to study such questions also makes an 
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important difference: Studies measuring the perceived persuasiveness of (text) messages, 

by asking participants to rate how persuasive they find messages (e.g., Simchon et al., 2024), 

find much larger effect sizes than more rigorous studies that measure the actual change in 

participants’ post-treatment attitudes (Hackenburg & Margetts, 2024a; Hackenburg et al., 

2025). Similarly, the effect of political ads are much stronger when relying on self-reported 

measures of persuasion rather than actual persuasion, notably because people rate mes-

sages they agree with more favorably (Coppock, 2023). In general, the persuasive effects 

of political messages are small and likely to remain so in the future, regardless of whether 

they are (micro)targeted and personalized, because mass persuasion is difficult under most 

circumstances (Coppock, 2023; Mercier, 2020). 

Second, effective message personalization plausibly requires detailed, up-to-date data 

about each individual. While data collection and data availability about voters is com-

monplace in many countries (Dommett et al., 2024; Kefford et al., 2022), including general 

data about traits that shape political attitudes and voting behavior (e.g., race, age, gender, 

partisan affiliation, voting records) this is not uniform and consistent across countries. As, 

for example Dommett and colleagues have found, parties in various countries routinely 

gather voter information via state records, canvassing, commercial purchases, polling, and 

now online tools, but the depth and type of data they can obtain depend heavily on each 

country’s legal frameworks, local norms, and the specific access rules of individual juris-

dictions. This data access is also shaped by the resources of political actors. Major parties 

generally have the resources to blend state files, purchased data sets, and digitally captured 

traces, whereas smaller parties often lack the funds or capacity to canvass intensively or 

pay for voter lists. Data about individual preferences, psychological attributes, and political 

views (or data associated with the same) are even more difficult to obtain. Even when user-

level data needed for precise political personalization can be obtained, hurdles remain. 

Data sets can be noisy and incomplete (Dommett et al., 2024; Hersh, 2015). Insufficient 
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temporal validity cannot be ruled out, and weak links between the data and the attempted 

observed construct (e.g., constructing political views from purchasing behavior) are possi-

ble. In addition, unforeseen external shocks not reflected in the data and other unobserved 

features not captured in the same—which would be meaningful for accurate personaliza-

tion—compound these issues. These challenges, which already hobble general attempts at 

predicting human behavior with traditional forms of predictive AI (Narayanan & Kapoor, 

2024, p. 29) will likely also complicate efforts to personalize content with GenAI systems in 

a way that leads to significant attitudinal or behavioral change, limiting the fidelity of any 

downstream personalized targeting. Again, skeptical voices will argue that the data gath-

ered directly from voters’ interactions with various AI systems (e.g., through the aforemen-

tioned memory functions) or inferred from their interactions with the same will be superior 

in quality. We think it is unlikely that this data would be exempt from these constraints 

(e.g., temporal validity, external shocks, incompleteness), or that it would become widely 

accessible outside of AI firms in a way that allows third parties (such as political parties 

and candidates or actors, or malicious actors) to easily create individually personalized 

messages that are then also targeted at the right person in various ways (not just within AI 

systems like chatbots but also in the form of ads or messages on other platforms). It is also 

unlikely that AI firms would allow such targeted personalization attempts within their own 

systems (Goldman & Kahn, 2025). Such data access and use would also be prohibited in 

many countries (see Dommett et al., 2024).
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Theoretical pathways for the delivery of messages personalized with AI

Third, to be successful, a personalized message must reach the individual in question. This 

could happen in two ways (see Figure 3): In the first scenario, the message is delivered as 

part of the output of a GenAI system itself; for example, as part of a conversation with a 

user (we discuss this in more detail in Section 6 below). However, so far, no AI or platform 

company has stated an intention to provide political parties (or other actors with political 

intentions) with access to their systems to allow them to create and deliver targeted person-

alized responses at scale to individuals (as was the case, at least to a degree, with Facebook 

during various political campaigns in the past; Kreiss & McGregor, 2018). Any such move 

would likely not go unchallenged and be subject to legal restrictions in various countries. 

In addition, it is questionable that most users would react positively to unsolicited political 

messages targeted to their preferences from AI systems. In the second delivery scenario, a 

message is personalized using AI and information gathered about users and then delivered 

via existing digital platforms that they use daily. However, while GenAI systems (at least 

theoretically) reduce the cost of creating personalized information, it does not reduce the 

cost of reaching people individually via such means on these digital platforms. After all, tar-

geting people with tailored messages online does not come for free, and certain audiences 

Figure 3. A schematic representation of how personalized messages could be delivered with AI.  
Illustration courtesy of the authors.
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can be more expensive to reach and prices differ between political actors (Lambrecht & 

Tucker, 2019; Votta, Dobber et al., 2024). In addition, as mentioned earlier, attention is a 

scarce resource. Any piece of politically relevant information—including personalized mes-

sages or ads, regardless of their accuracy—must compete with other types of information 

for peoples’ attention. There is also evidence that the more people encounter ads that try 

to persuade them, the more skeptical they become of them and the worse they become at 

actually remembering the messages they have seen (Bell et al., 2022). According to political 

campaigners, people often do not pay attention to personalized political advertisements 

(Kahloon & Ramani, 2023). People also not only recognize such personalized messages 

but also actively dislike those that are excessively tailored (Gahn, 2024; Hersh & Schaffner, 

2013) or tailored using certain traits that are considered too personal (Bon et al., 2024, Vlie-

genthart et al., 2024). Their use can also lead to backlash in favorability if they come from 

parties that voters do not already agree with (Binder et al., 2022; Chu et al., 2023; Vliegen-

thart et al., 2024). 

Fourth, the growing abundance of voter-level data and increasingly sophisticated AI tools 

does not automatically ensure that political actors will deploy them. Past microtargeting 

efforts offer a telling example: audits of 2020 U.S. Facebook ads reveal that official cam-

paigns used the most granular targeting mainly for highly negative messages, leaving 

much of the platform’s segmentation potential untapped (Votta et al., 2023). While political 

campaigns worldwide use targeted advertising, spending is mostly “allocated towards a 

single targeting criterion” (such as gender) (Votta, Kruschinski, et al., 2024). While wealth-

ier countries and electoral systems with proportional representation see greater amounts 

of money focused on microtargeting combining multiple criteria (Votta, Kruschinski, et 

al., 2024), European case studies document legal, budgetary, and cultural constraints that 

have kept microtargeting in bounds (Dobber at al., 2019; Kruschinski & Haller, 2017). Deci-

sions in political campaigns (and in many other organizations) are also not solely, or even 
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primarily, driven by data or new technological systems (see e.g., Christin, 2021 for the use of 

metrics in news organizations); instead, human agency and organizational dynamics play a 

crucial role in determining when and why the same are, or are not, integrated into strategic 

decision-making (Dommett, personal communication, April 2025). Organizational sociol-

ogy theory helps explain this gap: Rather than acting as fully rational optimizers, politi-

cal actors ‘satisfice’ under bounded rationality and established routines. In other words: 

Political actors do not choose the absolute best option; instead, limited time, information, 

and ingrained habits lead them to pick the first solution that seems ‘good enough.’ For 

example, research on recent technology-intensive campaigns in the U.S. shows that party 

strategists often override model recommendations in favor of gut feeling, coalition politics, 

or candidate preferences (Kreiss, 2016). Reinforcing this observation, a post-2024-election 

report from the Democratic-aligned group Higher Ground Labs (HGL Team, 2024) observed 

that AI never dominated campaigning as some practitioners had predicted; most teams 

limited the technology to low-stakes tasks such as drafting emails, social posts, and man-

aging event logistics, despite personalization with AI being technically feasible at the time 

(at least in theory). Only a handful ventured into more sophisticated uses like predictive 

modeling, large-scale data analysis, or real-time voter engagement, and even then, adop-

tion was typically the result of individual experimentation rather than a structured organi-

zational rollout. The report stresses that many staffers simply lacked the know-how to push 

GenAI further and found little institutional guidance to help them do so, illustrating how 

entrenched routines, uneven skills, and weak organizational support continue to constrain 

the political uptake of advanced technologies (HGL Team, 2024). A more recent survey 

found that while AI use among political consultants in the U.S. is growing, it is mostly used 

for mundane admin tasks (Greenwood, 2025). All this is unlikely to be different for tech-

niques enabling personalized messaging with the help of generative AI systems. In short, 

the beliefs, capacities, and priorities of political actors remain bottlenecks between what 
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data and GenAI theoretically make possible in terms of personalization and what political 

campaigns actually do.

Fifth, and finally, the overall argument assumes that GenAI will be used to mislead more 

than to inform. However, AI chatbots will also be used by governments, institutions, and 

news organizations to inform citizens and provide them with personalized and reliable 

information (we discuss this further in the earlier section on mass persuasion). Personal-

ized targeting with information is also not inherently anti-democratic; pluralist and delib-

erative theories of democracies hold that citizens participate most effectively when they 

receive information and representation that is salient to their lived interests and identities 

(Dahl, 1989; Mansbridge, 1999). In this sense, AI-enabled tailoring can also fit into the 

long-standing democratic practice whereby parties canvass different interest groups with 

messages that match their specific concerns and build coalitions around such issues. 

Such tools could in theory also expand informational equality by delivering high-quality, 

language-appropriate content to communities that mainstream media often underserve, 

including linguistic minorities, first-time voters, and rural electorates (see e.g., Vaccari & 

Valeriani, 2021). The democratic question is therefore less about whether personalization 

occurs and more about whether citizens retain exposure to diverse viewpoints and qualita-

tive information.

4.	 New modes of information consumption

A fourth argument that GenAI spells trouble for elections is that the integration of GenAI 

systems into existing digital infrastructures such as social media and online search and the 

increasing use of GenAI for information seeking leads to changing consumption patterns 

around election information. This, in turn, could present several risks. First, that voters are 

more likely to be misinformed because these systems provide them with incorrect informa-

tion (regardless of why they do so). Second, that they provide voters with lower-quality or 

biased information in the context of elections. Third, that their use crowds out or otherwise 
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undermines authoritative sources of information, including about elections.

As explained earlier, elections are mechanisms by which political conflict in society is 

channeled into real power over society. They are also a mechanism of control, allowing 

voters to vote out of office candidates that do not perform or do not match their prefer-

ences. Central to this is that voters are able to evaluate politicians. As Jungherr et al. write: 

“To keep incumbents accountable, voters need to know what politicians do; to select from 

among all candidates the one that will best represent them, voters need information on 

what politicians want” (2020, p. 216). The availability of information, and information from 

independent news media, are critical in this context—and a range of studies has shown a 

link between a better-informed public and better performance of politicians (Besley & Bur-

gess, 2002; Brunetti & Weder, 2003; Freille et al., 2007; Snyder & Strömberg, 2010).

Increasingly, GenAI is used to provide people with news, or news-like information, includ-

ing about elections. At the time of writing, GenAI has been integrated into online search 

engines (Google, Microsoft Bing) and social media platforms (Meta’s Facebook, Instagram, 

WhatsApp, and Messenger, as well as X), in addition to being widely available as stand-

alone chatbots. As survey research in 2024 from Argentina, Denmark, France, Japan, the 

U.K., and the U.S. shows, GenAI sees increasing use, with 24 percent of respondents report-

ing that they used GenAI for getting information, although just five percent said they had 

used GenAI to get the latest news (Fletcher & Nielsen, 2024). With the growing adoption and 

integration of GenAI, these numbers will very likely increase over time. The latest results 

from the 2025 Digital News Report6 showed that this number has risen to seven percent at 

the time of writing (Newman et al., 2025). 

However, GenAI, particularly chatbots, can produce plausible-looking information about 

elections that is partially or entirely false or misleading. For example, news outlet Proof 

 
6	 An annual nationally representative YouGov survey of over 92,000 news consumers in 46 markets.
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News and the Institute for Advanced Study at Princeton University found in February 2024 

that answers to questions about the 2024 U.S. election from five different AI models “were 

often inaccurate, misleading, and even downright harmful” (Angwin et al., 2024), with sim-

ilar findings reported for three chatbots for the 2024 EU parliamentary elections (Marinov, 

2024; Simon et al., 2024), although another study (Simon, Fletcher, & Nielsen, 2024) found 

somewhat better results for the 2024 U.K. general election. Meanwhile, internal research 

by the BBC found issues with inaccuracies and distorted content in the representation of 

news content, and BBC content in particular (Rahman-Jones, 2025), something also found 

by Jaźwińska and Chandrasekar (2025) who found that leading GenAI systems frequently 

misrepresented news content.7 

Given the likelihood that more people will use such systems as sources of news, and given 

these systems’ weaknesses, a current fear seems to be that users are more likely to be misin-

formed (potentially misinforming others in turn), because these systems provide them with 

incorrect information (regardless of why they do so), for example around elections. Par-

ticularly problematic here is that GenAI systems often only provide a single answer, which 

differs from search results, where users are presented with a range of options to pick from. 

They also can provide factually incorrect information with the same certainty as factually 

correct information. However, there are several reasons why the impact of this—especially 

around elections—might not be as severe as feared. First, receiving plausible-sounding 

(but potentially incorrect answers) from a GenAI system does not significantly differ from 

communication flows in everyday life. Statements of friends, family, or colleagues routinely 

include inaccuracies, yet people generally navigate these situations with ease without 

 
7	 It is worth noting that it is difficult to make a general statement about these systems’ performance 
given their continuous development, the small-scale nature of these studies, and the lack of an agreed meth-
odology for assessing the factual accuracy of such systems. However, the fact that different studies with dif-
ferent approaches have found broadly similar results points to a wider problem in how these models handle 
factual accuracy.
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dramatically altering their (political) views (i.e., people are epistemically vigilant; Mercier, 

2020; Sperber et al., 2010). This suggests that while a single incorrect statement generated 

by a chatbot might have an impact in certain contexts, it is not fundamentally different 

from other sources of error-laden or biased information encountered through normal social 

and media interactions.8 In addition, as we have already argued, factors such as partisan 

identity mediate the impact of new information voters receive on attitudes and behaviors. 

Second, generative systems can be—and already have been—deliberately designed to mit-

igate such risks. Google’s Search Generated Answers, for example, do not provide answers 

for certain topics at all and otherwise provide users with links to sources (although it is 

still unclear to what extent users will interrogate these, with a growing number of accounts 

indicating that users often do not click through to underlying sources). Emerging mod-

els could incorporate further features that enable users to consult original, authoritative 

sources or weigh competing accounts, thereby reducing the likelihood of uncritical accep-

tance of misleading statements. They could also be designed to provide blanket template 

responses to particularly important questions (‘When is election day?’). Third, incidental 

exposure to diverse information remains common across digital and offline networks (Ross 

Arguedas et al., 2022; Vaccarie & Valeriani, 2021), minimizing the chance that a single chat-

bot response will decisively shape political attitudes.

A second concern around the increasing use of GenAI for information consumption relates 

to the idea that it will provide users—and thus voters—with lower-quality or biased infor-

mation in the context of elections. This concern does not revolve primarily around the 

factual accuracy of responses but issues such as the plurality of views presented (e.g., 

 
8	 One wrinkle, however, is that the net negative impact could be larger if the chatbot replaces time that 
users would otherwise have spent with more trustworthy (news) sources; in that sense, the harm would arise 
less from the error itself than from the opportunity cost of crowding out higher‑quality information. Then 
again, given the vastness of knowledge encoded into their systems and their ability to browse the web, on 
average LLMs are likely more accurate than some other sources of information people rely on.
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voters receiving only information on the views of one party, instead of several points of 

view), as well as the level of detail and nuance (e.g., sensational content that oversimplifies 

a complex issue relevant to a given election), and the reflection of minority views in output 

(Jungherr, 2023). Third, and relatedly, the increasing use of AI for information and news 

could end up crowding out other authoritative sources of information (because they are not 

represented in the output) or otherwise undermine them (for example, because the creation 

of products competing with those of news organizations weakens their economic position), 

with negative downstream effects for the information available about and during elections. 

While none of these points have so far been empirically validated, these second-order 

effects could be problematic—especially for democratic life at large, given that access to 

quality information and news helps people be more informed and can play a role in increas-

ing resilience to misinformation (Altay 2024; Humprecht et al., 2020)—even where they do 

not have major effects during elections, given how people’s existing attitudes and cognitive 

biases shape their electoral behavior, as explained earlier. 

5.	 Destabilization of reality 

A fifth argument around AI and elections states that the ability to create realistic-looking 

content with GenAI will sow confusion and uncertainty about what is real, which could 

in turn increase skepticism toward accurate information, diminish trust in accurate infor-

mation from reliable sources such as quality news outlets and experts, and be weaponized 

to deny inconvenient truths (‘This footage is not real, it’s AI!’), also known as the liar’s 

dividend. 

GenAI can indeed be used to create highly realistic images, videos, and audio. The pos-

sibility that any realistic-looking content may be AI-generated could make people more 

skeptical, especially when it comes from sources they do not know or trust. This heightened 

skepticism has not been properly empirically documented yet, although a first, small-scale 

experimental study in Germany showed that exposure to deepfakes significantly decreased 
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the general credibility attributed to all types of media, even after participants were told the 

content was fake. The study also found that people became less confident in their ability to 

discern between real and fake media, regardless of whether they were exposed to authentic 

or manipulated content (Weikman et al., 2024).9 Anecdotally, we have seen a handful of 

instances where people have become more skeptical—for example around images of nature 

on social media, or viral entertainment videos, as well as in complaints about the increase 

in so-called AI slop (low-quality, AI-generated content).

Yet, claims that this development will foster widespread skepticism toward all kinds of 

accurate information have to be taken with a pinch of salt, given the complexity of how 

people evaluate information. Individuals filter political information through existing men-

tal models shaped by their political socialization and position (see the earlier background 

section for reference). They also rely on more than just the overt realism of a message to 

assess it. Instead, audiences also consider preexisting familiarity with the source and the 

source’s credibility. As, for example, Harris (2021) argues for the case of videos, these derive 

their evidentiary power not solely from their quality or content “but also from its source. An 

audience may find even the most realistic video evidence unconvincing when it is delivered 

by a dubious source. At the same time, an audience may find even weak video evidence 

compelling so long as it is delivered by a trusted source.” In addition, subtle inconsisten-

cies in modality or content, audiences’ own preexisting knowledge of a topic or claim, and 

the broader context in which the information is presented all play a role (Hameleers et 

al., 2023; Mercier, 2020). Individuals often exhibit a healthy degree of scrutiny and critical 

thinking when confronted with novel content, even from a young age (Harris, 2012; Sperber 

 
9	 It should be noted that participants in the experiment saw only one short deepfake under tightly 
controlled conditions and the study included no longitudinal follow‑up. The post‑reveal dip in credibility and 
self‑efficacy may reflect a momentary novelty or learning effect, with no evidence yet on whether skepticism 
remains or deepens over time.
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et al., 2010). Historical precedents such as staged photographs, heavily edited political 

broadcasts, or the introduction and widespread availability of Photoshop and similar edit-

ing software have likewise raised concerns about media authenticity, yet society has repeat-

edly developed new norms and tools to discern and counter manipulation (Habgood-Coote, 

2023) and largely seems to have retained trust in depictions of reality. Moreover, ongoing 

advancements in digital literacy programs and AI-detection technologies could bolster the 

public’s and experts’ capacity to identify and reject manipulated media. To date, there is 

little evidence to suggest that the rise of GenAI has escalated into widespread doubt about 

the legitimacy of all information. 

The suspicion and uncertainty that any content may be AI-generated, and the difficulty 

in some cases of detecting it, will inevitably shape norms and perceptions of information 

online. It is possible that general levels of skepticism and distrust in new information 

encountered online will rise. However, while the added noise to the information environ-

ment will be detrimental, established providers of reliable information might not see much 

of an effect at all. Trust in institutions and news is driven by a plethora of factors (partisan-

ship, habituation, rituals of trustworthiness such as transparency, see Fawzi et al., 2021 for 

an overview), many of which are not directly affected by AI or the existence of AI content at 

all. On the contrary, rather than becoming universally skeptical of all content, people may 

become more selective about whom they trust, and gravitate even more strongly toward 

sources they consider authoritative or authentic. Many information channels favored by 

youth, such as TikTok, Snapchat, or Twitch, already promote such informal, on-the-fly, 

personal, even intimate content, where audiences create—sometimes strong—parasocial 

relationships with content creators. Doubtlessly, these sources may still disseminate mis-

leading or false information, but this is not fundamentally an AI issue. Rather, it is a charac-

teristic of high-choice media environments, which allow for the existence and proliferation 

of a plurality of sources of different quality, standards, and formats.
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Meanwhile, the risk of a ‘liar’s dividend’—where politicians or other public figures dismiss 

authentic material as AI fabrications, thereby creating plausible deniability—is real. There 

is limited evidence that such a strategy can have some effect, for example for politicians 

(Schiff et al., 2023). However, it is currently unclear how effective this strategy actually is 

and whether AI provides a substantial advantage compared to existing techniques and 

technologies (including plain old lying). There are several reasons to assume that AI pro-

vides only a marginal advantage, if at all. First, politicians have always been motivated to 

discredit unfavorable but accurate information about themselves or their campaigns, often 

turning to whatever culturally available excuses happen to suit their needs, regardless 

of plausibility. The realism of AI certainly adds a weapon to their arsenal, but ultimately, 

what determines whether such attempts will be successful is not primarily the existence of 

more advanced technology but the receptivity of the public and people’s preexisting trust 

in the individuals trying to discredit the evidence (Ecker et al., 2022). If convincing enough, 

partisans will be more likely to embrace a message of denial when it supports their party 

or candidates regardless of whether there is evidence to back it up. However, when the AI 

fabrication runs counter to people’s preexisting beliefs and values, as well as readily verifi-

able information, they will likely remain skeptical of blanket denials. In addition, forms of 

digital forensics and journalistic fact-checking will likely mitigate this risk to some degree, 

and traditional techniques of verifying evidence remain relevant and effective, notwith-

standing the existence of more powerful AI systems.10 While high-profile allegations of 

fabricated evidence have occasionally garnered public attention, systematic research has 

 
10	 To give an example, for an AI-generated image of an event, investigators can check if matching 
photographs or clips shot from different viewpoints, at different times, and from different sources exist and 
cross-corroborate it with eyewitness accounts. A range of OSINT and digital forensics approaches can be 
used, too, in addition to content provenance mechanisms that exist in some cases. A French investigation 
from May 2025 demonstrates this well: https://observers.france24.com/en/france/20250521-artificial-intel-
ligence-detection-tools-real-image-melenchon-reliability. While none of these approaches might suffice on 
their own, they demonstrate that existing defenses continue to matter.
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yet to demonstrate any widespread success of the ‘it’s just AI’ defense in reshaping major 

political narratives.

6.	 Human-AI relationships 

The final argument concerns potential human-AI relationships, where humans “form what 

they perceive as relationships with personalised and agentic AI systems capable of emo-

tional and social behaviours” (Kirk et al., 2025). Long before the rise of GenAI, human-com-

puter interaction researchers theorized and proved in many experiments that humans can 

perceive and treat computers as social actors.11 Such relationships are theorized as deeper, 

more trusting, and more enduring than one-off or occasional uses of AI systems as tools. 

Humans view, among other things, emotional investment, mutual vulnerability, shared 

moral agency, humor, continuity, and existential reciprocity as foundational to meaning-

ful relationships (Bickmore & Picard, 2005; Kirk et al., 2025; Zimmerman et al., 2024). AI 

agents have attained at least some of those qualities already—or are at least seen as having 

attained them because they engage in convincing “role play” (Shanahan et al., 2023),12 

with recent research demonstrating that they “give the impression of relationship-build-

ing to human users, and that this is more likely when users interact with AI systems for 

high empathy, socially-oriented needs such as friendship and life coaching” (Ibrahim et 

al., 2025). The corollary, so the broader argument, is that this closer bond can lead to (1) an 

increased persuasion of users via AI systems or agents in general; (2) an increased persua-

sion of users through the propagation of false or biased information by the AI, given that 

these systems have a tendency to hallucinate or harbor in-built biases; (3) the potential for 

targeted manipulation of voters if malicious actors gain control over these systems; and (4) 

 
11	 See, e.g., the CASA literature (Computers as social actors, 2025).

12	 Regardless of whether they can have e.g., “moral agency” or “vulnerability” from an ontological 
point of view.
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the reinforcement of voters’ existing views if these systems are overly sycophantic and fail 

to challenge users’ false beliefs.

Again, we address these points in turn. Specifically in response to the first argument, this 

point crucially hinges on two factors: (1) that AI systems in general, and especially agents 

that are like friends or partners, are more persuasive than humans and (2) that we will see 

the widespread formation of such close bonds between humans and AI agents. Starting 

with the latter point, while recent research and reporting acknowledge instances of intense 

human-AI bonding—such as users reporting emotional attachment to chatbots or virtual 

companions (Hill, 2025)—it is presently unclear if such deep relationships would become 

mainstream.13 While niche communities or some individuals might demonstrate intense 

engagement, just like some adults develop an unhealthy attachment to fictional charac-

ters (Rain & Mar, 2021), these for now seem to remain outliers and therefore a restriction 

on the possibility of mass persuasion from AI agents—although this number will increase 

with growing adoption and greater capabilities of systems across modalities and functions. 

Which brings us to the first point, that friend or partner-like AI systems will be more persua-

sive because we see them as equal to trusted friends or partners.14 There are some reasons to 

be skeptical of this argument. For one, from a young age, children are able to tell the differ-

ence between fiction and reality and are skilled at interacting with complex fictional worlds 

and characters (Harris, 2012). No matter how good virtual AI agents become, it is question-

able there will be a total suspension of disbelief toward them. Recent studies also show that 

 
13	 Nota bene: Surveys where an increasing number of people say they have used AI systems to seek 
some form of companionship, emotional support, and the like are not in and of themselves proof that they 
have come to rely on these systems (or will do so) and that this relationship is of equal quality as a relation-
ship to other humans.

14	 It should be said that if this is borne out, such AI systems should not by default be presumed harmful. 
An AI system with whom someone has bonded that is also demonstrably more accurate on most topics than 
the average conversational partner may provide greater benefit and less risk of misinformation than reliance 
on (chance) human interactions. In short, persuasiveness grounded in genuine utility and factual reliability 
can be a feature, not a bug, of AI companionship.
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while people can form emotionally meaningful relationships with AI chatbots (Skjuve et 

al., 2022), they also remain aware of their artificiality (Brandtzaeg et al., 2022), which may 

limit their persuasive impact.

It is possible that factors such as “immunity to fatigue” (Earp et al., 2025)—that AI systems 

are always available, never tired, and will always engage even when a human would not—

could give them a different persuasive advantage. However, there is to date no good empir-

ical evidence of this. Perhaps the best argument against any outsized persuasive power 

on political matters of AI systems to which we have grown very close can be found in the 

literature on the one “mini-network that figures so prominently in the lives of most people” 

and arguably leads to some of the closest bonds humans form: romantic long-term part-

nerships (Jennings & Stoker, 2001). There is limited academic evidence that people signifi-

cantly change their political views to match those of their romantic partners after entering 

a relationship, and even less showing that such change is primarily due to arguments or 

information exchange—in other words, persuasion. Instead, most research seems to find 

that “individuals with similar partisan preferences are attracted to each other because they 

confirm each other’s worldview and identity” (Hudde & Grunow, 2025, p. 1582) and that 

people select partners with similar views from the outset (Easton & Holbein, 2021; Huber & 

Malhotra, 2017; Hudde & Grunow, 2025; Nicholson et al., 2016). While there is some evi-

dence of a modest increase in overall ideological similarity as relationships progress (for a 

discussion, see Hudde & Grunow, 2025), the evidence does not clearly show that arguments 

or the sharing of information are the main mechanisms driving any convergence. Instead, 

changes—when they occur—are likely subtle, gradual, and influenced by broader relational 

dynamics or alignments in material conditions and incentives (e.g., income, having kids, 

or becoming a homeowner) rather than direct persuasion or debate. The corollary of this 

is: If people do not really change their political views to match those of their partners, why 

would we expect AI agents to be significantly more successful in this regard? Should we not 
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rather assume that AI systems will try to match the views of their human counterparts? This 

might then lead to a reinforcement effect, which could be problematic in itself but is also 

already very common in social life.

On the second point, while it is correct that current AI systems have a tendency to halluci-

nate and provide biased output, the ways humans consume information—including from 

friends and family members and soon personalized AI agents—and form beliefs about the 

world (which can shape their decisions) is marked by various epistemic or “open vigilance 

mechanisms” (Mercier, 2020). These include our ability to check whether a message is com-

patible with existing beliefs or knowledge (plausibility checking), whether it is supported 

by good arguments (reasoning), or comes from a reliable and well-intentioned source. In 

addition, information consumption does not happen in a vacuum but is embedded in struc-

tures where people are exposed to cross-cutting information. As argued previously, even a 

more personal relationship with an AI agent is unlikely to blast through these defenses—or 

if so, would not necessarily lead to a situation that is fundamentally different from the sta-

tus quo, where people are already exposed to false, truncated, or misleading information 

from other humans with whom they have formed close bonds. 

Regarding the third point, the potential for targeted manipulation of voters through agentic 

AI systems, we point the reader to Section 3 on the limitations of personalization and Sec-

tion 4 on the use of such systems, as the same arguments apply here. Moreover, AI systems 

remain, to some extent, subject to existing regulations, platform policies, and security mea-

sures. The track record of digital manipulation attempts on major platforms, for example, 

indicates that large-scale influence operations are frequently detected and publicized—and 

to our knowledge, no adversary has thus far been able to take control of, e.g., Meta’s algo-

rithmic recommendation systems. We consider it, for now, unlikely that this should change, 

considering that AI agents are largely developed by the very same firms that usually have 

stringent cybersecurity measures in place, which should limit the possibility of a hostile 
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takeover of the same. Skeptical readers are justified in pointing out that this does not guard 

against the manipulation of such systems where the companies themselves engage in such 

activity, either in an attempt to please political actors or out of their own political motives. 

This is a possibility that cannot be ruled out. However, here too, regulatory frameworks 

and the “bulwarks” described in the sections above should present at least some fric-

tion. All but the subtlest attempts would also likely fail to go unnoticed and likely create a 

public and political backlash, as well as regulatory and legal interventions, against these 

companies.

Fourth, the concern that AI systems, by always agreeing with users, will reinforce existing 

beliefs and create impenetrable echo chambers stems from a deterministic view of both 

technology and human interaction. Research on digital media consumption shows that 

while selective exposure can reinforce biases, most individuals do not exist solely in sealed-

off information bubbles; exposure to cross-cutting viewpoints remains common in offline 

networks and through incidental online encounters as well as forms of incidental news and 

information exposure (Beam et al., 2018; Dubois & Blank, 2018; Hartmann et al., 2024; Ross 

Arguedas et al., 2022). Additionally, designers of conversational agents as well as indepen-

dent researchers are increasingly aware of the potential for sycophantic or manipulative 

behavior (Williams et al., 2025) and are exploring ways to correct for the same—by inte-

grating strategies such as refining training data to reduce bias (Rrv et al., 2024), adjusting 

reinforcement learning protocols to penalize overly deferential responses (Sharma et al., 

2023), and employing prompt engineering to encourage balanced dialogue (e.g., prefacing 

corrections with empathetic phrases like ‘I understand your perspective, but research sug-

gests…’).  However, how far these efforts will be implemented and win out against a con-

current drive—fueled by economic incentives—to make AI systems into more engaging “AI 

companions” to keep users tuned in remains to be seen (Tiku, 2025). 

The future will likely see a growing use, and in a few cases a growing dependency, on AI 
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systems as personal companions. There is also early evidence that AI-mediated conver-

sations can shape user attitudes. More research will be needed to understand the risks to 

users stemming from those interactions, both in general and with respect to the impact 

on their political views and behaviors. However, we argue that there is no good reason to 

believe that AI companions—no matter how sophisticated—would be exempt from the 

complex ecosystem of cognitive, social, and institutional checks and balances that humans 

rely on day in, day out. The mere presence of AI capabilities and the emergence of deeper 

human-AI relationships does not guarantee seamless or unstoppable manipulation of pub-

lic opinion or voting behavior.

Discussion 
In the previous section, we discussed why common arguments that GenAI systems pose an 

outsized risk to elections are overstated. In this section, we will (1) consider the challenge of 

defining GenAI content, (2) review how people currently use GenAI content, and (3) present 

evidence on how GenAI was used in the 2023-2024 election cycle.

1.	 What counts as AI-generated content?

The actual prevalence of AI-generated content that people encounter online is an empirical 

question that raises fundamental definitional challenges. Understanding the scope and 

nature of AI-generated content is admittedly not as straightforward as it might seem. The 

line between what constitutes AI-generated content and what does not is difficult to draw. 

Social media platforms and online spaces offer a variety of AI tools that enhance or modify 

content, ranging from simple text-to-voice features to AI-generated images or videos. While 

many uses of GenAI in content creation are not problematic, distinguishing between harm-

less applications and those that raise ethical concerns is a complex task.

These applications of AI are often simple, incremental improvements that do not 
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fundamentally alter the nature of the content. In many cases, they are tools for conve-

nience, accessibility, or creativity—helping users save time or express themselves more 

effectively. Importantly, most of these uses are neither misleading nor problematic. The 

content remains largely truthful or unchanged in its intent, even if it is enhanced by AI.

However, determining where the line is crossed—where AI content becomes deceptive, 

manipulative, or ethically questionable—requires a better understanding of the context in 

which it is being used. This raises questions about the definition of AI-generated content: 

Does it only include content that has been completely produced by an AI model (e.g., fully 

AI-generated text or images), or does it also include content where AI played a supporting 

role in enhancing human-generated material?

In recent elections, GenAI tools have been used for what might be termed “soft propa-

ganda” or “softfakes” (Chowdhury, 2024)—the creation of memes, imagery, and slogans 

(sometimes by political candidates themselves) to convey broad emotional appeals or 

impressions. In the 2023 Argentine general election, for example, both major candidates 

used AI to generate memes that either reinforced a positive image of themselves—e.g., 

‘I’m strong,’ ‘I’m a man of the people’—and a negative image of their opponents—e.g., 

‘He is weak,’ “He’s out of touch’  (Nicas & Herrera, 2023). These tactics are about shaping 

the political mood, creating a favorable image, or invoking a visceral reaction rather than 

attempting to persuade or convince them through complex arguments or detailed policy 

proposals (the domain of “hard propaganda”). These uses—while problematic in many 

respects—are not new. Political cartoons, posters, and pamphlets have always aimed to 

simplify complex political messages into easily digestible, often misleading emotional con-

tent. AI has made this process more efficient but hasn’t fundamentally changed the nature 

of the content. 

2.	 How do people actually use AI? 

A key consideration when evaluating AI’s potential impact on elections is that most people 
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have limited interest in politics and news. Studies and surveys consistently show that while 

a vocal minority is highly engaged online, the average user consumes little civic informa-

tion and rarely shares it (Nyhan et al., 2023). Some of these individuals will likely use AI 

to generate political memes, deepfakes, or disinformation, but the majority of people will 

likely use AI in mundane and benign ways—such as to summarize text, create illustrations 

for a presentation, for translation, or simply to have fun. Some corners of the internet are 

full of AI-generated content—type “baby peacock” on Google or “made it with my own 

hands” on Facebook. AI is already widely used to create entertaining content, and while 

many AI creations are disturbing, like Shrimp Jesus (literally Jesus made of shrimps) or Ital-

ian brain rot (such as Tralalero Tralala, a shark with legs and sneakers), and seem to gain 

traction by virtue of their weirdness, serious AI content aimed at convincing voters is much 

less common. An analysis of 91,452 misleading posts on X flagged through the platform’s 

community notes system as misleading found that AI-generated misinformation was more 

likely to be entertainment-related (rather than health-related, for instance) and was more 

positive in sentiment compared to non-AI misinformation (Drolsbach & Pröllochs, 2025).

A minority of people will continue to use GenAI in harmful ways, such as creating deep-

fakes to harass women, minorities, or political opponents. However, these behaviors reflect 

the individuals more than the technology itself. AI, like any tool, will be misused, but the 

root problem lies with those who seek to exploit it for malicious purposes. Racists and 

misogynists have always found ways to harm others. Similarly, while some politicians have 

used AI in deceptive ways—whether to smear opponents with AI-generated attack ads or to 

amplify misleading narratives—the underlying behavior is not new and does not require AI. 

Politicians have always used technology to their advantage and for their needs (such as to 

mobilize voters or sway them (Jungherr et al., 2020, Chapter 8), from the printing press to 

television to social media. GenAI offers new methods and tools for those already inclined to 

stretch the truth or engage in underhanded tactics. Rather than focusing exclusively on AI, 
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we should address the broader problem of ethical standards in politics and hold politicians 

accountable for their actions, regardless of the tools they use.

3.	 How AI was used during elections

Here, we briefly review the available evidence on the prevalence and influence of GenAI in 

the 2024 elections. Overall, it seems like AI was more often used for entertainment, satire, 

and efficiency gains rather than widespread manipulation of voters. Traditional sources of 

influence, such as elites and mainstream media, played a larger role than AI.

In India, a study analyzing 2 million WhatsApp messages found that of 1,858 viral mes-

sages, fewer than two dozen contained AI-generated content, amounting to just one per-

cent of the total (Garimella & Chauchard, 2024). Indian media entrepreneur Ritu Kapur 

observed that “We didn’t need AI for misinformation in the Indian elections. We have plenty 

coming from politicians” (Leake, 2024). While AI content was prevalent during the Indian 

elections, some consider that the use of AI, was, overall, not problematic and even con-

structive: “The campaigns made extensive use of AI, including deepfake impersonations of 

candidates, celebrities and dead politicians. ... But, despite fears of widespread disinforma-

tion, for the most part the campaigns, candidates and activists used AI constructively in the 

election. They used AI for typical political activities, including mudslinging, but primarily 

to better connect with voters” – such as translating content in a country with more than 22 

languages (Shukla & Schneier, 2024). 

Around elections in the U.K. and the EU, the prevalence of viral GenAI misinformation 

was low according to available estimates. Research from the Alan Turing Institute found 

“just 16 confirmed viral cases of AI-enabled disinformation or deepfakes during the UK 

general election, while only 11 viral cases were identified in the EU and French elections 

combined. Echoing findings from our previous research, this volume was far lower than 

many had feared ahead of these important campaign periods” (Stockwell, 2024). This same 

report concludes that “there is no evidence that AI-enabled disinformation or deepfakes 
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meaningfully impacted UK or European election results” and that “Generative AI played 

less of a role in boosting the virality of disinformation compared to traditional interference 

methods and human influencers.” However, the report also notes that AI was used in harm-

ful ways, notably to incite hate against political figures and sow confusion. BBC journalist 

Marianna Spring, who tracked the use of deepfakes on social media during the U.K. elec-

tion, concluded that “... in the end this wasn’t a deepfake election. … The warnings about 

AI were a distraction from the lack of clear solutions to problems posed by algorithms and 

well-practiced misinformation tactics online” (Spring, 2024). 

In Slovakia, two days before the 2023 parliamentary elections, a fake audio clip suggesting 

that the pro-European candidate was committing electoral fraud went viral (Devine et al. 

2024). However, the effect of this clip is unclear, and broader societal divisions, distrust in 

institutions, and pro-Russian sentiment within the Slovakian society likely explain both 

why this message gained so much traction and why the pro-Russian candidate won the 

election. As Nadal and Jančárik argue: “Considering these factors, the notion that Slova-

kia’s election was the first swung by deepfakes appears reductive, fixating on the effects 

of the technology while overlooking the complex social, cultural, and political dynamics 

that propelled a pro-Russian candidate to victory. … A narrow focus on the deepfake misses 

the role of public demand for Fico’s message, promoting responses that address symptoms 

rather than root causes” (2024, p. 3).

In Argentina, it seems GenAI was used primarily to enhance campaign communication 

rather than deceive voters: “So far, the A.I.-generated content shared by the campaigns in 

Argentina has either been labeled A.I. generated or is so clearly fabricated that it is unlikely 

it would deceive even the most credulous voters” (Nicas & Herrera, 2023). In short, it was 

used by both candidates to speed up the creation of campaign material.

In South Africa, a study found that GenAI content was relatively rare, especially compared 

to cheap fakes: “South African voters were exposed to very little content created by GenAI. 
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The majority of the misleading content spread during the election was traditional mis- and 

disinformation, such as false headlines, allegations of voter fraud, out-of-context images, 

etc. There were a handful of examples of content created using GenAI technology, but the 

content itself was not sophisticated, consisting primarily of poorly generated videos that 

were easily identifiable as fabricated, spread on both open social media platforms and 

closed messaging platforms” (Knight, 2024).

In Bangladesh, according to one estimate, deepfakes represented only 1.9 percent of con-

tent fact-checked by professional fact-checkers, while cheap fakes were much more prev-

alent, with “the use of photocards and fake quotes remain[ed] predominant, and clickbait 

thumbnails [were] frequently used to attract the audience” (Rahman et al., 2024).

In the U.S., ahead of the election, the Cybersecurity and Infrastructure Security Agency 

(CISA) wrote that “For the 2024 election cycle, generative AI capabilities will likely not intro-

duce new risks, but they may amplify existing risks to election infrastructure” (CISA, 2024). 

In September 2024, the U.S. Intelligence Community stated that “Generative AI is helping to 

improve and accelerate aspects of foreign influence operations but thus far the IC has not 

seen it revolutionize such operations” (ODNI, 2024). After the elections, it now seems clear 

that the impact of GenAI was not as important as imagined. As one source summarized it: 

“The anticipated avalanche of AI-driven misinformation never materialized. As Election 

Day came and went, viral misinformation played a starring role, misleading about vote 

counting, mail-in ballots, and voting machines. However, this chicanery leaned largely on 

old, familiar techniques, including text-based social media claims and video or out-of-con-

text images” (Tuquero, 2024). The News Literacy Project, which tracked election misinfor-

mation in the U.S., found that “tricks of context—misinformation that takes an image, quote 

or other piece of content out of its original context in ways that change its meaning—are by 

far the most used misinformation tactic this election cycle. ... Only a small fraction of exam-

ples …—about 6 percent – involve[d] the use of AI” (News Literacy Project, 2024). Finally, 
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a manual analysis of Meta’s Ad Library and Google’s Ads Transparency Center found that 

“there wasn’t widespread use of AI in the general election to deceive voters” (Brennen et al., 

2025) and that AI was more commonly used for what Matteo Wong described as “transpar-

ent propaganda, satire, and emotional outpourings” (Wong, 2024). In the U.S., the role of 

GenAI has been described as underwhelming (Chow, 2024). Instead, the role of influential 

political or politically-aligned figures such as Elon Musk, Tucker Carlson, and Joe Rogan 

seems to have raised greater concerns in post-election discussions.

Worldwide, on Meta platforms, the company reported that during the elections, less than 

one percent of all fact-checked misinformation was AI-generated (Meta, 2024). Similarly, 

the fact-checking organization Logically Facts reported that “AI misinformation proved far 

less widespread than expected, making up less than one percent of fact-checked content on 

Meta platforms and just 1.35 percent of Logically Facts’ total of 1,695 fact-checks” (Sichova & 

Das, 2024). An analysis of GenAI use in elections worldwide collected by the WIRED AI Elec-

tions Project showed that “(1) half of AI use isn’t deceptive, (2) deceptive content produced 

using AI is nevertheless cheap to replicate without AI, and (3) focusing on the demand for 

misinformation rather than the supply is a much more effective way to diagnose problems 

and identify interventions” (Kapoor & Narayanan, 2024). In some countries, AI was used 

for humor or parody (Spring, 2024; Stockwell, 2024). For instance, in France, AI was widely 

used to make viral videos of President Emmanuel Macron singing children’s songs, doing 

makeup tutorials, or doing silly dances—videos that the president compiled and shared on 

TikTok to promote the Paris AI summit. In early 2025, the consensus among journalists and 

experts seems to be that the impact of GenAI on the 2024 elections was smaller than antic-

ipated (Anslow, 2024; Kapoor & Narayanan, 2024; Sichova & Das, 2024; Spring, 2024;). For 

instance, an expert working group noted that “We noticed a change in discourse compared 

to the beginning of 2024, when many experts expected GenAI to disrupt the online infor-

mation space around elections and to be heavily used by candidates around the world ...” 
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and that “At the end of our final online call, all participants admitted they initially expected 

GenAI to play a bigger role in the election year 2024” (Hennemann-Heldt, 2024). 

We certainly need (much) better data before drawing firm conclusions. However, if the 

catastrophic effects initially feared had materialized, it would have left clearer traces. For 

example, if GenAI content had swayed voters en masse, it would have likely been detectable 

even with limited or imperfect data collection methods, and be reflected in polling discrep-

ancies or observable anomalies in voter engagement metrics. Moreover, evidence that AI 

was not commonly used for political persuasion in 2024 necessarily constrains its potential 

effects. In our view, current evidence rules out strong, measurable effects of AI on elections, 

but does not exclude more subtle forms of AI influence—both in terms of how AI is used and 

the impacts it may have—which are inherently harder to detect and quantify.

GenAI content was certainly present during the 2024 elections, probably more than ever 

before, but its effects were not as dire as many expected. In the meantime, a handful of 

powerful elites are doing their best to undermine democratic institutions and pave the way 

to authoritarianism, with or without AI.

Round and Round it Goes? Possible Reasons for the Skewed 
Discourse on AI and Elections 
A question we have not addressed so far is why the discourse around AI elections has been 

skewed toward alarmist views. Here, we provide an overview of the possible reasons for the 

skewed discourse on GenAI and elections, and the threat widely associated with the tech-

nology in this context (see Figure 4). We diagnose this alarmist discourse as an extension 

of what Orben (2020) has termed the “Sisyphean cycle of technology panics,” with several 

concurrent push and pull factors within political, technological, regulatory, media, and 

academic communities contributing to this narrative. 
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The number of news stories mentioning “AI” together with “elections” and “threat” 

has risen since 2022, but recently declined.

The role of technological determinism

It makes sense to briefly consider the structural factors framing and shaping this discus-

sion. Technological determinism—the idea that technology shapes society and is one of the 

most important and unstoppable drivers of change (Leonardi, 2012)– —remains a popular 

view.15 This tendency to attribute excessive causal power to technology fuels both hype 

(Narayanan & Kapoor, 2024) and moral panic about the negative influence of new tech-

nologies, i.e., intense periods of public concern about something that is perceived to 

threaten societal values and social life (for a discussion, see Hoffmann et al., 2023). As 

Orben writes, “when a technology is first developed, marketed, and introduced, it is often 

either construed as good or bad for society” (Orben, 2020, p. 1146), with views frequently 

falling into strongly utopian or dystopian camps (Wellman, 2004). Throughout history, 

 
15	 We are not going to argue that technology has no effect, to say so would be wrong. We are also not 
going to go into an in-depth discussion of different ways of thinking about technology’s role in society, which 
has a long and rich history. To state our own view: We are middle of the road. Technology plays a role, but not 
in isolation.

Figure 4. This chart illustrates the percentage of total coverage of stories (weekly) containing all the terms, drawn 
from approximately 1,500 English-speaking media sources. Source: Global English Language Sources database, 

provided by MediaCloud, spanning the period from April 1, 2020, to May 21, 2025.
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new technologies have been met with exaggerated hopes and fears, often framed as either 

transformative breakthroughs or existential threats. GenAI is no exception. After the public 

launch of OpenAI’s ChatGPT, the salience of the topic increased dramatically (see Figures 

1 and 6), with Ryauanov et al. (2025) finding that “during the six months succeeding the 

launch [of ChatGPT], media attention [for AI] rose tenfold—from already historically high 

levels.” Media coverage of GenAI, however, has often been negative (Gilardi et al., 2024) 

and alarmist (Ryazanov et al., 2025). At the same time, recent years have seen strong con-

cerns about the state of democracy as part of a period of, if not decline, then at least sus-

tained democratic stagnation, and challenges to democracies around the world (Fish et 

al., 2018; Herre et al., 2024). Second, strong concerns about the role of technology within 

democracy and around elections have gained widespread traction, prominently surfac-

ing especially after the Brexit referendum and the election of Donald Trump to the U.S. 

presidency in 2016 (see e.g., Jungherr et al., 2020; Karpf, 2019; Simon, 2019). The discourse 

around AI builds on these trends (see Figure 5). However, we identify at least six intercon-

nected factors that have contributed to the framing of AI as a threat to elections. 

The number of news articles mentioning “AI” and “elections” has grown since 2022

Figure 5. Percentage of total coverage of stories (weekly) containing all the terms, drawn from approximately 1,500 
English-speaking media sources. Source: Global English Language Sources database, provided by MediaCloud, 

spanning the period from April 1, 2020, to May 21, 2025.
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The number of news articles mentioning an AI-related term has grown since 2022 

while the number of news articles mentioning climate change has declined.

Self-serving claims by industry, academia, and experts

First, there are strong, at times self-serving claims by industry, academia, and experts 

about the power of this new technology, mixed with genuine advancements in capabilities 

(Narayanan & Kapoor, 2024) that have not been fully explored and therefore leave room for 

uncertainty. Different actors have different motivations here. For example, parts of the tech-

nology industry have strong financial incentives to support (or at least not disavow) argu-

ments about the prowess of their technology to attract new funding and new customers—in 

much the same way that earlier claims about the outsized power of platforms to influence 

users in profound and measurable ways has likely only made them more attractive in the 

eyes of advertisers (Bernstein, 2021). Claims about the negative role technology might play 

in democracy, particularly during elections, nevertheless serve to reinforce the argument 

that the technology has almost magical functionality and effects.

Competing levels of expertise

Second, there are also competing and differing levels of expertise, with computer scientists 

Figure 6. Percentage of total coverage of stories (weekly) containing all the terms, drawn from approximately 1,500 
English-speaking media sources. Source: Global English Language Sources database, provided by MediaCloud, 

spanning the period from April 1, 2020, to May 21, 2025.
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arguing with economists arguing with political scientists (and so forth) and collectively 

everyone else. However, given that AI these days largely emanates from the computer sci-

ences and the technology industry (Ahmed et al., 2023; The Economist, 2023), these voices 

have assumed primacy in public discourse (often because they are treated by other elite 

actors as “high priest” equivalents, a privileged caste with better access and insight into the 

technology and therefore a presumably better understanding). This, however, is problem-

atic. Computer scientists working on AI are not necessarily the best experts on the societal 

impact of technology, nor are they the best or only experts on (artificial) intelligence.16 In 

addition, the quarrel between different disciplines and lack of collaboration can lead to 

mismatched concerns, with each side prioritizing different risks and benefits based on their 

perspective and expertise.

Dynamics of the attention economy

Third, the dynamics of the attention economy matter. As Williams (2022) has argued, we live 

in a “marketplace of rationalisations” where “ambitious individuals and firms compete 

to produce intellectual ammunition for society’s political and cultural factions. In return 

for their often-intense cognitive labor, the winners of such competition receive attention, 

status, and financial rewards.” GenAI, of course, is not exempt from these dynamics. How-

ever, the competition for attention is not always governed by rational reasoning and delib-

eration about the best available evidence (and the limitations thereof). Instead, messages 

containing strong, assertive, or sensational claims tend to attract more attention than more 

 
16	 As, for example, leading AI researcher Melanie Mitchell argues: “Journalists often interview AI people 
but not developmental psychologists or cognitive scientists who study biological intelligence—for example, 
people who think about animal intelligence and how to evaluate it. … There’s no reason why AI researchers 
should be the only ones we hear from about the nature of intelligence” (Mitchell, as cited in Borchardt et al., 
2024, 165).
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moderate or cautiously phrased statements.17 Those who make bold claims often receive 

more attention, which in turn can lead to further media coverage, more attention from 

policymakers, and increased funding, thus cementing some views over others in the public 

sphere. All these benefits provide further incentives to make such claims, instead of more 

nuanced arguments. The ‘shiny new things’ syndrome also comes into play: it is often more 

entertaining to think about the big questions (AI will end elections as we know them) than 

about the more mundane but often more consequential aspect of (dys-)functional demo-

cratic life (the intimidation of election workers). The problem is that early and vocal actors 

can shape the narrative, overshadowing or crowding out more measured views. Meanwhile, 

the demand from funders, policymakers, the media, and the public for answers and more 

information on phenomena relating to GenAI, especially with a view to its broader implica-

tions for various parts of life, can further intensify these dynamics. 

Political opportunism

Fourth, technological changes present challenges and opportunities to political actors. There 

exists a bias toward action when new technology emerges. Politicians do not want to be 

seen as passive and doing nothing, especially in the context of technological upheavals of 

the past and public demand for calls to intervene.18 However, apart from helping them to 

shape their public image, moral panic around new technologies, we submit, can also be 

used to deflect harder conversations about social reform, justice, equality, and economic 

 
17	 For example, large-scale investigations of information diffusion on social media have found that 
content featuring novel and emotionally charged claims is more likely to be noticed and rapidly shared—sug-
gesting that “strong claims” cut through the noise of abundant information, at least in their initial appeal. 
One study, for instance, showed that when users were simply “dwelling” on posts, those containing more 
sensational content captured longer attention spans before viewers moved on, implying that the intensity or 
extremity of a claim can drive initial engagement. Furthermore, modeling of collective attention dynamics 
supports the idea that in a saturated information environment, messages with strong claims are more likely to 
spark rapid bursts of public interest (see Epstein et al., 2022; Lorenz-Spreen et al., 2019).

18	 Although the picture on the latter is complex and varies from country to country, see, for example 
Vogels (2022) for attitudes in the U.S. and Ejaz et al. (2024) for an international comparison.
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opportunity, and steer public attention away from more intractable and uncomfortable 

issues. In addition, narratives of all-powerful technology endangering elections and 

democracy also fit well into existing arguments that call for stronger regulations of technol-

ogy companies on various other grounds (e.g., data abuses, outsized market power, etc.). 

While we make no comment on this debate here as it is beyond the scope, AI’s supposed 

outsized threat to the integrity of elections has been used by some political actors—but also 

activists, journalists, and academics—in this vein.

The window of opportunity effect

Fifth, and related to the fourth point, is what we term the window of opportunity effect: the 

sense that action has to happen immediately before a new technology calcifies. Again, 

there are good reasons to operate under this maxim. As historian of technology Thomas P. 

Hughes has argued, large technological systems (such as AI) have a tendency to become 

more entrenched and rigid as time goes by, making it easier to shape their direction at the 

beginning than during later stages (see Hughes, 2012). Applied to AI and elections, it is rea-

sonable that the awareness of such dynamics leads to calls to safeguard against potential 

negative effects before they can materialize.

Genuine concern and personal experience

Sixth, and finally, we argue that genuine concern and personal experience of those oper-

ating in already difficult conditions or unstable political environments partially drive 

the one-sided debate around AI and elections. Journalists, politicians, academics, and 

civil society actors in countries around the world have seen digital technologies being 

used to cause harm in the context of elections (and beyond), for instance as surveillance 

structures or tools for inciting and spreading hate. For those with personal experience 

fighting against the recession of—or in the worst case, for the survival of—democracy in 

their countries, as well as those bearing the brunt of trying to uphold an epistemic order 

focused on truth-seeking, the open exchange of ideas and information, and the respect 
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of institutionalized and certified knowledge—such as public authorities and experts, 

scientists, and journalists—will rightly have a different perspective on how technological 

advancements can make their lives and work harder than it already is. This may lead to a 

different assessment of the impact of AI on elections compared to those not exposed to the 

same conditions.

Consequences of a Skewed AI Discourse 
Skewed discourses do not happen in a vacuum and are not without consequences. Apart 

from reheating old arguments about the power of technology that have been bubbling away 

since the dawn of time, there are risks that flow from such a situation. In the following sec-

tion, we outline what we see as the most problematic consequences.

The focus on misuses of GenAI in elections can divert us from other harms 

By overemphasizing the risks of GenAI in the context of elections, we risk overlooking the 

broader, more insidious ways in which GenAI is misused, such as enabling targeted harass-

ment and amplifying harmful biases. These include the harassment of women and minori-

ties. The creation and distribution of AI-generated fake nudes, mostly targeted at females, 

is a form of gendered violence that seeks to silence women in public life (Murgia, 2024) 

and can be used to humiliate, discredit, and threaten women, which may have a chilling 

effect on their participation in politics. Similarly, minorities are targeted by AI-assisted 

harassment campaigns, including racially biased or xenophobic attacks that are amplified 

through social media. These targeted campaigns undermine efforts to build inclusive polit-

ical spaces.

An overly alarmist focus on GenAI risks obscuring equally critical, long-standing threats to 

electoral integrity. A wealth of research in political science shows that free and fair elec-

tions depend on a complex set of structural conditions and procedural safeguards (Ali-

hodžić et al., 2024; Norris, 2015). Any violation of these likely carries greater risks than any 
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that AI can currently bring about. This starts with unfit or unfair electoral systems that fail 

to ensure broad representation, transparency, and accountability. The poor regulation of 

campaign finance laws can skew the competition between political actors and give some 

of them an unfair advantage (Falguera et al., 2014). Fair elections also require that elec-

toral management bodies remain independent, impartial, and transparent; where design 

flaws persist or where these bodies are deliberately undermined, hollowed out, or abol-

ished, electoral disputes can escalate and erode trust in elections (Elklit & Reynolds, 2005). 

Mechanisms for adjudicating electoral disputes are likewise important, as slow or biased 

processes can undermine public confidence in the outcomes of elections (Kelley, 2012). At 

an operational level, logistical shortcomings and failures such as mishandled voter regis-

trations, ballot (re-)counting, or complex and unfair special voting arrangements can be 

problematic if they unfairly put some voters at a disadvantage. Then there are attempts 

to limit ballot access—through restrictive voter ID laws, systematic purges of voter rolls, 

gerrymandering, and intimidation of voters—and the manipulation of electoral governance 

mechanisms, which undermines elections in ways that likely outweigh the existing as 

well as the as-yet-unrealized risks posed by GenAI (Bermeo, 2016; Ginsburg & Huq, 2018; 

Norris, 2015). Another pressing concern for both broader democracy and the integrity of 

elections lies in the systematic curtailment or weakening of press freedom and freedom of 

expression through various avenues. Legal and extralegal measures—from harsh libel laws 

to forms of media capture or outright violence or threats against journalists—can silence 

critical reporting and stifle dissenting voices, undermining one accountability mechanism 

in democracies. It can also lead to a poorer representation of the diverse elements of society 

and a worse voicing of grievances in society, thus impeding citizens’ ability to make bet-

ter-informed electoral choices. 
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Narratives about the outsized effect of AI on elections could lead to sub-

optimal policy responses

Following on from the previous section, an overemphasis on AI as a threat to elections may 

lead to some suboptimal or even counterproductive policy responses. Excessive or overly 

broad regulations could not only be ineffective—because they end up targeting the wrong 

thing without doing much to improve actual threats to elections and democracy—they 

could also backfire. In an attempt to curb, for example, AI-driven misinformation, manip-

ulation campaigns, and the like, governments might implement sweeping measures that 

(inadvertently) limit free speech or restrict access to information. This could create a chill-

ing effect, where legitimate political discourse and dissent are stifled, thereby undermining 

democratic principles (Center for News, Technology & Innovation, 2024a, 2024b). It also sits 

uneasily with the fact that governments themselves are using AI for propaganda campaigns 

(with, for example, the U.S. Department of Defense in the past exploring the creation of fake 

online personas; Biddle, 2024).

The alarmist discourse on the effect of AI on elections could reduce trust 

and satisfaction with democracy

The narrative that AI poses an outsized threat to elections may, in itself, contribute to a 

decline in public trust and confidence in democratic institutions (Jungherr & Rauchfleisch, 

2024). The perception, partially co-created by media coverage, that AI has significant 

effects on elections could diminish trust in democratic processes and weaken the public’s 

acceptance of election results. A recent study on concerns around the use of AI during the 

2024 U.S. presidential election and public perceptions of AI-driven misinformation found 

that four out of five respondents expressed some level of worry about AI’s role in election 

misinformation, with higher consumption of AI-related news linked to heightened con-

cerns about AI’s role in election information (Yan et al., 2025).

When media and public discourse emphasize the risks posed by AI, they may create a sense 
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of inevitability that election outcomes are manipulated or influenced by AI, eroding trust in 

electoral systems and processes. Even if AI does not play a major role in a specific election, 

the mere perception that it could have corrupted the process could lead voters to doubt the 

legitimacy of the results. This perception could be particularly harmful in tightly contested 

elections, where public trust in the outcome is essential to maintaining political stability. 

The same could also lead to a decrease in voter engagement and satisfaction with democ-

racy. If voters believe AI is undermining the integrity of elections, they may become more 

disillusioned and disengaged from the political process in general. Why participate in an 

election, after all, if the outcome is rigged? 

Relatedly, a risk in this context is the third-person effect and declining trust in one’s fellow 

citizens: AI-generated content may shape people’s perceptions and attitudes not because 

they themselves are influenced, but because they believe others are. This argument has 

been made—and empirically tested—regarding other forms of influence, such as disinfor-

mation campaigns, propaganda, and misinformation (Huang & Cruz, 2021). A U.S. study on 

how the general US public perceives and reacts to ChatGPT found that “individuals tend to 

believe they would personally benefit from the positive influence of ChatGPT, while others 

will benefit relatively less” and that they would be “more capable of using ChatGPT criti-

cally, ethically, and efficiently than others” (Chung et al., 2025), hinting at the possibility 

that the third-person effect may extend to AI, too. 

Another effect may be a heightened skepticism: Alarmist narratives may encourage the 

belief that AI has infiltrated or compromised the credibility of trustworthy media and 

information sources. As a result, the public may increasingly question the reliability of the 

information they consume—although it is unclear how this would affect trust in broadly 

relied-upon sources of information like mainstream media. For instance, alarmist media 

coverage of misinformation has mostly framed the issue as a “social media problem,” and 

while exposure to such coverage diminishes trust in news on social media, it increases trust 
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in print news (Thorson, 2024). 

Two final points need to be made here. First, we do not want to be alarmist about how 

narratives on the influence of AI affect elections, either. As with the effects of AI, these are 

going to be small in comparison to other structural effects that have led to a steady decline 

in trust in institutions over the last decades (Valgarðsson et al., 2025) and in news media 

(Fletcher et al., 2025). Second, we do not want to dismiss voices that have raised the alarm 

about the effect of AI on elections. Even if we are correct that concerns about the influence 

of AI on elections have been exaggerated, it is possible that these concerns may have been 

beneficial and contributed to the current state of affairs. For example, the at times ill-in-

formed discussions of an “infodemic” during the COVID-19 pandemic created a trading 

zone for different stakeholders to meaningfully engage around a shared set of concerns and 

problems, despite the weak theoretical and empirical evidence for the existence of such an 

infodemic (Altay et al., 2022b; Simon & Camargo, 2021). 

In a similar vein, there is good to be found in being vigilant about the risks posed by GenAI, 

collectively adapting to the novel challenges the technology brings, holding the companies 

developing these technologies—often with little oversight and accountability—account-

able, and minimizing the harm that can be caused by the deployment and use of GenAI 

systems. It is entirely possible that the costs of overreacting to the risks posed by AI are on 

average lower than the costs of underreacting in the long run. But we should keep in mind 

the opportunity costs of focusing on AI rather than other causes of democratic dysfunction, 

and the policies that will follow from focusing on AI, how these policies may be instrumen-

talized, and the broader effects of alarmist narratives about AI. 

Conclusion 
In this article, we express skepticism about the negative effects of GenAI on elections in 

broadly democratic countries. We do not discuss possible beneficial uses of AI to inform 
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voters about elections or politicians’ positions or to improve democratic discussions or 

assemblies. One could argue that the negative effects of AI will be counterbalanced by its 

positive effects. We do not fully subscribe to this argument and consider that the positive 

effects of AI on elections and democracy more broadly are still very speculative at this 

stage. For instance, during the 2024 elections, there is little evidence that AI had any tan-

gible positive effects on democracy (although see Kapoor & Narayanan, 2023 for a list of 

beneficial uses, or Shukla & Schneier, 2024). GenAI will be used both to promote as well as 

harm democracy, and in both cases, these effects will likely be smaller than expected and 

dwarfed by other, structural factors that affect the nature of political change and contest in 

democratic societies. 

Some might contend that the arguments advanced here overlook significant contextual 

differences, since they draw heavily on examples from democracies and, to a lesser extent, 

non-WEIRD (Western, Educated, Industrialized, Rich, and Democratic) societies. This is 

correct. However, it is likewise important to avoid a paternalistic assumption that popula-

tions in the Global South or in WEIRD countries are necessarily more vulnerable to misin-

formation or the effect of GenAI on a cognitive level, although institutional capacities that 

provide a counterweight (e.g., a free press) are often less developed. Furthermore, some will 

rightly point out that the situation we describe could be different in autocracies and hybrid 

regimes. We agree, but in contexts where democracy is no longer the overarching paradigm 

and “pseudo-elections” are the norm, GenAI does not need to make a difference, as the out-

come is already largely predetermined (in countries where no elections are held, our argu-

ments do not apply anyway). Rather than from AI, the headline threats to political choice 

still come from familiar instruments: Media and internet blackouts, surveillance, intim-

idation, and political violence present the bigger challenge in such contexts. Moreover, 

we should again not assume that people in authoritarian countries are more gullible or 

have no way of resisting and interrogating messages they encounter for their truthfulness. 
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Nevertheless, caution is necessary, and dismissing AI outright could be premature, with 

the affordances of AI amplifying the very offline tools and strategies that make outcomes 

predetermined in the first place. Because the empirical record on this front is thin, we echo 

calls in practitioner consultations and scholarship for systematic research that pays closer 

attention to the effects of AI use in autocracies and hybrid regimes.

Finally, we do not intend for this article to be taken as evidence that AI poses no risks at 

all, that policy responses are unnecessary, or that firms developing AI should receive carte 

blanche. We would also like to caution against either minimizing or magnifying those risks 

on the basis of what is, at present, still a thin empirical record in some respect, Brennen 

et al. (2025) have rightly pointed out. While we think that the existing empirical and theo-

retical evidence shows that GenAI has not played a significant role in past elections and is 

unlikely to have outsized effects in the future, shrinking or nonexisting access for indepen-

dent researchers to data from digital platforms and AI companies complicates researchers’ 

capacity to study these phenomena (Mimizuka et al., 2025). Nevertheless, our position 

underscores the need for further empirical research across different political and cultural 

contexts. Below, we outline a research agenda to encourage a deeper and ongoing investi-

gation into AI’s evolving role in electoral processes.
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Research Agenda 
 

Table 2. Research agenda for the role of AI in elections

Argument Explanation of claim Open Questions
1. Increased quantity 

of information and 

misinformation

Due to its technical 

capabilities and ease of use, 

GenAI can be used to create 

information at scale with 

great ease.

1.	 What is the prevalence, modality, and 

aim of AI-generated information in 

online spaces relevant to elections?

2.	 How does the volume of AI-generated 

content compare to human-generated 

content? 

3.	 What are the sources and distribution 

networks for AI-generated election 

information?

4.	 How does AI-generated content affect 

the tone and civility of online political 

discussions? 
2. Increased quality 

of information and 

misinformation

Due to its technical 

capabilities and ease of 

use, GenAI can be used 

to create information or 

misinformation perceived 

to be of high quality at low 

cost.

1.	 How do people perceive the quality 

of AI-generated content compared to 

human-generated content? 

2.	 How does the perceived quality of AI-

generated content affect its impact?

3. Increased 

personalization of 

information and 

misinformation at 

scale

Due to its technical 

capabilities and ease of use, 

GenAI can be used to create 

high-quality (mis)information 

at scale personalized 

to a user’s tastes and 

preferences.

1.	 How effective are personalized AI-

generated messages in influencing 

political attitudes and behavior?

2.	 Do personalized messages have a 

greater impact than generic messages? 

3.	 How does personalization interact 

with other factors, such as preexisting 

beliefs?
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4. New modes 

of information 

consumption

The integration of GenAI 

into existing digital 

infrastructures and the 

increasing use of GenAI for 

information seeking leads 

to changing consumption 

patterns around election 

information.

1.	 How are people using GenAI systems 

to access election information?

2.	 How do these new modes of 

consumption affect people’s 

understanding of election issues and 

candidates?

3.	 How accurate are GenAI systems (on 

political questions)? How accurate 

are GenAI systems in comparison to 

average and expert humans?

4.	 How does the information provided by 

AI systems perform in terms of detail, 

plurality of views, and overall quality?

5.	 Does the use of GenAI systems lead to 

substitution effects of other media?

6.	 Which providers of information get 

(dis-)empowered by the existence of 

GenAI systems?
5. Destabilization of 

reality

The realism of GenAI 

content creates uncertainty 

regarding what is real.

1.	 How does the realism of AI-generated 

content affect people’s trust in 

information sources? 

2.	 Does exposure to realistic AI-generated 

misinformation lead to increased 

political cynicism or distrust? 

3.	 How can individuals and institutions 

develop resilience and new practices 

and norms around synthetic media?
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6. Human-AI 

relationships

Users form deeper, more 

persistent relationships with 

personalized and agentic AI 

systems.

1.	 Do users form deeper relationships 

with AI systems at scale?

2.	 Are deeper relationships with AI 

systems sufficient for short-term and 

long-term (political) persuasion?

3.	 Which users are most at risk? 

4.	 Does attachment to AI systems 

(including as information sources) 

make individuals more susceptible to 

manipulation?
General 1.	 How are political actors using GenAI?

2.	 Where does GenAI make a meaningful 

difference to the fulfillment of political 

actors’ goals and needs?

3.	 What strategies do individuals and 

institutions use to identify and resist 

AI-generated misinformation?

4.	 How can AI be used to improve the 

quality of political discussions and 

debates?

5.	 What regulatory frameworks are 

needed to mitigate the risks of AI in 

elections while preserving its potential 

benefits?

Coda: Technological shaping is complex 

Technologies and technological systems such as the internet—and now GenAI—influence 

how we communicate, interact, and process information about politics, but it is equally 

important to recognize that people have agency over how they use and adapt these tech-

nologies (Schroeder, 2018). The concept of technological determinism—the idea that tech-

nology directly drives social and cultural change in a linear, inevitable manner—has long 
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been abandoned. Scholars now recognize that technology’s impact is complex and shaped 

by the ways individuals, communities, and societies interact with and tame these tools 

and systems in unexpected ways. Technologies do not shape society in a vacuum; instead, 

people interpret, repurpose, and even resist technologies based on cultural, political, and 

social contexts. The influence of technology is contingent, negotiated, and far more unpre-

dictable than deterministic frameworks would suggest.

In the case of GenAI and its role in national elections and political communication, this 

shift in perspective is crucial. While AI systems can shape the information environment, 

the infrastructure of communication, and the way people receive and consume information 

about elections, they do not do so in a straightforward or uncontested way. People use AI 

for many purposes—some beneficial, some harmful—but the technology itself only dictates 

how it will be used to a certain extent. The impact of AI on elections is shaped just as much 

by human agency, creativity, and regulation as by the technical capabilities of AI itself.

Many of the concerns about the potential impact of GenAI on elections and the broader 

information environment echo earlier panics about the influence of past technologies. For 

instance, when radio first became widespread, there were fears that it would centralize 

information and lead to mass manipulation of public opinion. Later, similar concerns were 

raised about the visual manipulation capabilities of software like Photoshop, which some 

believed would destroy the public’s ability to distinguish between real and fake images—

despite the fact that media “history shows that evidence does not speak for itself” and that 

“media requires social work for it to be considered as evidence” (Paris & Donovan, 2019, p. 

22)

History shows that society adapts to these technologies. Just as people learned to question 

the authenticity of photos and developed media literacy skills to navigate a world with 

manipulated images, they will likely adapt to the presence of AI-generated content and per-

suasive AI systems. The initial panic subsides as people develop strategies to mitigate the 
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risks and regulate the use of the technology. What seemed like an existential threat to infor-

mation integrity in earlier decades—whether through radio propaganda or photo manipu-

lation—eventually became manageable challenges that were addressed through education, 

regulation, social norms, and innovation. We argue that the same will be the case for GenAI 

and its role in elections.
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